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ABSTRACT  

In this work, we propose a novel variant of the conventional p- Constant Modulus Algorithm (p-CMA) 

algorithm. The rationale behind our work is that the exponent p in the standard CMA can play significant role in 

the convergence speed and steady-state performance of the algorithm. It was observed that the larger value of p 

can provide faster convergence at the cost of higher steady-state excess mean-square-error (EMSE). On the 

other hand, smaller value of p can give lower EMSE at the cost of the slower speed of convergence. Thus, in 

this work, we develop a time variant p parameter by utilizing the energy of the estimation error such that the 

value of p takes larger values in the beginning of adaptation and reduces to smaller values near steady-state. 

Thus, it can achieve both faster convergence and smaller steady-state EMSE. Simulation results are provided to 

support our theoretical claims. 
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I. INTRODUCTION 

 The basic idea behind an adaptive 

blind equalizer is to minimize or maximize 

some admissible blind objective or cost 

function through the choice of filter 

coefficients based on the equalizer output 

[1–4]. In the context of adaptive blind 

equalization, the widely adopted algorithm 

is Constant Modulus Algorithm (CMA2-2) 

[2,5,6,7]. For quadrature amplitude 

modulation (QAM) signaling, however, a 

tailored version of CMA2-2, commonly 

known as Multi-modulus Algorithm 

(MMA2-2),is considered to be more 

suitable. The MMA2-2 is capable of 

jointly achieving blind equalization and 

carrier phase recovery [8–13], whereas the 

CMA2-2 requires a separate phase-lock 

loop for carrier phase recovery. 
 

Blind Equalization and conventional CMA 

Algorithm 

 The Figure 1 explains the CMA blind 

equalization and its mechanism. The system of 

CMA depends on the CM array and the adaptive 

equalizer to cancel the negative effect of multipath 

fading. E(k) is the input signal of CMA array and y 

( k ) is the output of it. It is also the input of the 

adaptive equalizer. The adaptive filter deals with 

the symbol which comes from multiple sources 

individually. 

 

 

 
Figure 1 : block diagram of CMA blind equalizer 

 

CMA has a cost function and this cost function is 

shown in Equation (1). 
2

2[(| ( ) | ) ]PJ E Z k R 
  

 (1) 

Where z(k)is the output of the equalizer and itis 

given by 

   
 (2) 

Write equation no for all the equations 

 where w(k) is the vector of equalizer 

coefficients. The update rule for the w(k)can be 

obtained by employing stochastic gradient 

approach. This requires the evaluation of gradient 

of the cost function w.r.t. the weight vector w(k) 

which results in the following recursive 

formulation 
*( 1) ( ) 4 ( ) ( )CMAW k W k e k y k  

                                                             
(3) 
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where CMA
is the mean value of step size

max(0 1/ )CMA  
                 (4) 

and e(k) is the estimation error given by  
2

2 2( ) ( )(| ( ) | )k z k z k R  
                                                                   

(5) 

With R2is called dispersion constant which is 

evaluated using 
4
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Proposed Variable p-CMA 

The cost function of the standardp-CMA is given 

by 

(7)  

2

2[(| ( ) | ) ]PJ E Z k R 
 

Therefore, the weight update of P-CMA will be 

(8)

 
*( 1) ( ) ( ) ( )P CMA P CMA P CMA P CMAW k W k e k y k     

 

where 
2

2( ) ( )(| ( ) | ) | ( ) |P P

P CMAe k y k y k R y k 

  

                                                             (9) 

 

In the proposed variable p-CMA, we 

introduce a time varying p parameter such 

that the cost function will take the 

following form 

(10) 

( ) 2

2[(| ( ) | ) ]P kJ E Z k R 
 

where 

 

(9) 

 
( ) ( ) 2

2( ) ( )(| ( ) | ) | ( ) |P k P k

P CMAe k y k y k R y k 

  

 

 

 We proposed to adapt the time varying 

p(k) according to the energy of estimation error 

such that it attain larger value if the estimation 

error is large and reduces to smaller values if the 

estimation error is small. This is achieved by 

employing anintermediate variable p (k) and 

adapted using the following mechanism 

(11) 

 
2( ) ( 1) | ( ) |    ,     (0 1, 0)P CMAP k P k e k         

 

erehw 

(12)

 

           ( )

( )              ( )

 ( )                 

upper upper

lower lower

P if P k P

P k P if P k P

P k otherwise

 


 








 

 

 The above condition make sure that the 

variable p(k) should not acquire the values that 

diverges the algorithm. For this purpose, we will 

first estimate Pupper and Plower by Monte Carlo 

simulation then we initialize our P(k) with these 

values to achieve faster convergence in the 

beginning. Later the update rule automatically 

reduce the P(k) to attain lower steady state error. 

 

II. SIMULATION RESULT 
 In this section, we present various 

simulation results to show the performance of the 

proposed variable p-CMA algorithm. The 

performance of the proposed algorithm with that of 

the standard CMA algorithm is compared. In 

experiments, the value of signal-to-noise ratio 

(SNR) is set to 20 dB.Residual inter-symbol 

interference (ISI) is used as a performance measure 

in the reportedresults.Three different examples are 

considered. 

 

Example 1:Laplacian Environment 

 In the first example, the experiment is 

performed in Laplacian environment. The results 

are shown in Fig. 2. It can beseen from the 

resultsthat the proposed algorithm 

convergesapproximately2500 iteration earlier than 

its counterparts to reaxh the same floor of steady-

state ISI of -43 dB. This shows the supremacy of 

the proposed algorithm. 

 

Example 2: Uniform Environment 

 In the second example, the experiment is 

performed in Uniform environment. The results are 

shown in Fig. 3. It can be seen from the resultsthat 

the proposed algorithm 

convergesapproximately2300 iteration earlier than 

its counterparts to reach the same floor of steady-

state ISI of -44dB. Thus, the proposed algorithm 

has superior performance in Uniform environment 

too. 

 

Example 3: Gaussian Environment 

 In the third example, the experiment is 

performed in Gaussian environment. The results 

are shown in Fig. 4. It can be seen from the 

resultsthat the proposed algorithm 

convergesapproximately2000 iteration earlier than 

its counterparts to reach the same floor of steady-
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state ISI of -41dB. Here again the supremacy of the 

proposed algorithm is observed. 

 

Write Fig. captions for all the matlab figures 

 
Figure 2: ISI comparison in Laplacian noise 

 

 
Figure 3: ISI comparison in Uniform noise 

 

 
Figure 4: ISI comparison in Gaussian noise 

 

III. CONCLUSION 

 A variable p- Constant Modulus 

Algorithm (p-CMA) algorithm is developed in 

this work. The exponent p is used to enhance the 

convergence speed and steady-state performance of 

the standard CMA algorithm. The exponent p is 

made time varying in accordance to the energy of 

the estimation error which enforceslarger values of 

p in the initial adaptation while smaller values near 

steady-state. Simulation results are presented for 

blind equalization in three different environments: 

Laplacian, Uniform, and Gaussian environments. 

These simulation results show that the proposed 

algorithm converges faster than the conventional 

CMA algorithm in all the three environments 

validating the theoretical claims.  

 

REFERENCES 
[1]. S. Haykin, Blind Deconvolution, PTR 

PrenticeHall, EnglewoodCliffs, 1994. 

[2]. R. Johnson Jr., P. Schniter,T. Endres, J. 

Behm, D. Brown, R. Casas, Blind 

equalization using the constant modulus 

criterion: a review, Proc. IEEE 

86(10)(1998)1927–1950.  

[3]. Z. Ding, Y. Li, Blind Equalization and 

Identification, Marcel Dekker, Inc., New 

York, Basel, 2001. 

[4]. A.H. Sayed, Fundamentals of Adaptive 

Filtering, John Wiley & Sons, Hoboken, 

New Jersey, 2003. 

[5]. D.Godard,Selfrecoveringequalizationandcarr

iertrackingintwodimensionaldatacommunica

tionsystems,IEEETrans.Commun.28 

(11)(1980)1867–1875. 

[6]. S.Abrar,A.Zerguine,A.K.Nandi,Adaptivebli

ndchannelequalization,in:C.Palanisamy(Ed.)



Mohammad Salman al hazmi Journal of Engineering Research and Application           www.ijera.com    

ISSN : 2248-9622 Vol. 9,Issue 11 (Series -I) November 2019, pp 23-26 

 
www.ijera.com                                 DOI: 10.9790/9622- 0911012326                            26 | P a g e  

 

 

,DigitalCommunication,InTech Publishers, 

Rijeka,Croatia,2012.(Chapter6). 

[7]. K.Wesolowski,Analysisandpropertiesofthem

odifiedconstantmodulusalgorithmforblindeq

ualization, Eur.Trans.Telecommun.3(3) 

(1992)225–230.  

[8]. K.N.Oh,Y.O.Chin,Modifiedconstantmodulus

algorithm:blindequalizationandcarrierphaser

ecoveryalgorithm,Proc.IEEEGlob- com 

(1995)498–502.  

[9]. J.Yang,J.J.Werner,G.A.Dumont,Themultimo

dulusblindequalizationanditsgeneralizedalgo

rithms,IEEEJ.Sel.AreasCommun.20 (5) 

(2002)997–1015.  

[10]. J.T.Yuan,K.D.Tsai,Analysisofthemultimodul

usblindequalizationalgorithminQAMcommu

nicationsystems,IEEETrans.Commun.53 (9) 

(2005)1427–1431. 

[11]. X.L.Li,W.J.Zeng,Performanceanalysisandad

aptivenewtonalgorithmsofmultimodulusblin

dequalizationcriterion,Signal 

Process.89(11)(2009)2263–2273.  

[12]. J.T.Yuan,T.C.Lin,Equalizationandcarrierpha

serecoveryofCMAandMMAinblindadaptiver

eceivers,IEEETrans.SignalProcess.58 (6) 

(2010)3206–3217. 

 

Mohammad Salman al hazmi" A Variable p-CMA Algorithm for Blind Channel 

Equalization" International Journal of Engineering Research and Applications 

(IJERA), vol. 9, no. 11, 2019, pp 23-26 

 


