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Abstract 

This note discusses the relationship between the distribution of SI(k) time intervals between all pairs of time series 

events and the non-normalized biased estimate of the correlation function rxx(k). For a discrete series of events, 

the equivalence of rxx(k) and SI(k) is proved in two ways (algebraic and “geometric”). 
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I. Introduction 

There are two classical definitions for estimating the 

correlation function 𝑅𝑥𝑥(𝑘). The first definition 

follows from the Wiener-Khinchin theorem [1, 2] for 

discrete time 

𝑅𝑥𝑥(𝑘) =  
1

𝑁
∑ 𝑃𝑥𝑥(𝑛)

𝑁−1

𝑛=0

𝑒𝑖2𝜋𝑘
𝑛

𝑁 ,        (1)  

where 𝑃𝑥𝑥(𝑛) is the density of the power spectrum of 

a random process x(i), ν = 
𝑛

𝑁𝛥𝑇
 is the frequency, k = 0, 

..., (N-1) is the number of shifts on the time scale 

with discreteness ΔT, NΔT is the length of the series.  

The second definition [1, 2] uses the value of a 

random variable x(i), i = 0, 1, ..., (N-1) 

𝑅𝑥𝑥(𝑘) =   
1

𝑁 − |𝑘|
∑ 𝑥(𝑗 + |𝑘|)

𝑁−|𝑘|−1

𝑗=0

𝑥(𝑗) .    (2)  

This unbiased estimate of 𝑅𝑥𝑥(𝑘) is related to the 

biased estimate of 𝑟𝑥𝑥(𝑘) by the simple line ratio 

𝑟𝑥𝑥(𝑘) = 
𝑁−|𝑘|

𝑁
𝑅𝑥𝑥(𝑘). Note the fact that the 

coefficient 
𝑁−|𝑘|

𝑁
 has a triangular shape depending on 

k. We will need this in the future.  

Distribution of intervals between events 

The distribution of time intervals between successive 

random events is well known. For a Poisson series of 

random events, this is an exponential distribution f0(t) 

= λ e-λt [3].  

The distribution of time intervals between pairs of 

random events with the omission of m events is also 

known. This is an m-order Erlang distribution. For a 

Poisson series of random events, it has the form 

𝑓𝑚(𝑡) =  
𝜆(𝜆𝑡)𝑚

𝑚!
 𝑒−𝜆𝑡   [3].  

We will be interested in the distribution of time 

intervals between all pairs of events [4, 5], i.e. the 

distribution of a random variable, which is the sum of 

all random variables having Erlang distributions fm(t) 

of all orders (m= 0, 1, ..., N).  

Algebraic proof.  

Let's give two discrete random processes x(i) (i=0, 1..., 

n) and y(j) (j=0, 1..., m) with a sampling bin ΔT. Let's 

first assume that x(i) and y(j) can only take the values 

0 or 1, and n=m=N. We will call the value z(i) an event 

if z(iz)=1 for i=iz, and the time corresponding to the 

event is denoted as Tz(iz) = iz ΔT, with (z=x or y). 

For all pairs of events x(ix) and y(jy), we define the time 

interval between these events         (Tx(ix) ‒ Ty(iy)) = (ix 

‒ jy) ΔT = k ΔT (where k is an integer).  

Now define estimation of the cross distribution of 

intervals SI(k) as the number of intervals with the 

length of kΔT for all pairs { x(ix), y(iy) } of events: 

𝑆𝐼(𝑘) =  ∑  

ix

 ∑ 𝛿(|𝑘Δ𝑇 − (𝑖𝑥

jy

− 𝑗𝑦)ΔT|)      (3)            
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where 𝛿(|𝑧|) = (

 
1, 𝑧 = 0

 0, 𝑧 ≠ 0
) ,       ∑  𝑖𝑥

и  ∑  𝑗𝑦
 − 

sums for all events x(ix), y(jy). 

Each pair of events separated by interval kΔT gives 

unit contribute in the sum. 

Without changing the result, formula (3) can be 

rewritten as 

𝑆𝐼(𝑘) =  ∑  

𝑛

𝑖=0

∑ 𝑥(𝑖) 𝑦(𝑗)

𝑚

𝑗=0

𝛿(|𝑘Δ𝑇

− (𝑖 − 𝑗)ΔT|)                 (4)             

where x(i) = 1 for event, when i=ix, and x(i) = 0, 

otherwise; similarly, y(j) = 1 for events, when j=jy, 

and y(j) = 0, otherwise.   

Now the summation is performed for all values i and 

j, but the multipliers x(i) and y(j) highlight the events 

in the sum.  

It is easy to see that this formula (4) is also valid in 

the case when there are several coincident (in time) 

events, or when u[iu] >1, u = (x or y). 

Since the product of the quantities x(i)y(j) has the 

same effect as δ(ǀ k ˗ (i ˗ j) ǀ), if  (i = j + k), then 

formula (4) can be written as 

𝑆𝐼(𝑘) =  ∑  

𝑛

𝑖=0

∑ 𝑥(𝑖) 𝑦(𝑗)

𝑚

𝑗=0

𝛿(|𝑘Δ𝑇 − (𝑖 − 𝑗)ΔT|)

= ∑ 𝑥(𝑗

+ 𝑘) 𝑦(𝑗)                 (5)       

where the summation is performed for all allowed 

values of j. 

It follows from (5) and (2) that the estimate of the 

cross-distribution of SI(k) intervals coincides with the 

non-normalized (and biased) estimate of the cross-

correlation for real x and y 

𝑆𝐼(𝑘) = 𝑅𝑥𝑥(𝑘) (𝑁 − |𝑘|) = ∑ 𝑥(𝑗 + |𝑘|)

𝑁−|𝑘|−1

𝑗=0

 𝑦(𝑗).  (6)  

This statement can be proved in another “geometric" 

way. 

Imaging that row y(j) (j = 0, 1, ..., m) is arranged 

under row x(i) (i =0, 1, ..., n) (n = m = N), and x(i) is 

shifted relate to y(j) by lag = kΔT, i.e.  j = i + k. Let 

us match corresponding x(i) with y(j), which can 

assume (for beginning) only 0 or 1 values, and look 

for the coincidence.  

If there are coincidences of events for some jy = ix + 

k, then for each from of these events coincidences 

x(ix) y(jy) = 1 and moreover all intervals | ix − jy |ΔT 

between the events x(ix) and y(jy) equals to lag = kΔT, 

because shift is equivalent to time interval between 

events.  

The number of events coincidence { 

∑ 𝑥(𝑖) 𝑁−ǀ𝑘ǀ−1
𝑖=0 𝑦(𝑖 + |𝑘|) } for shift kΔT is equal to 

number of intervals { 𝑆𝐼(𝑘) =  ∑  ix
∑ 𝛿(|𝑘Δ𝑇 −jy

(𝑖𝑥 − 𝑗𝑦)ΔT|)} between events.  

If we now assume that some x(i) or/and y(j) can be 

>1, then the argument remains correct, since for such 

events it can be imagined that there are several 

coincident events. 

II. Discussion and Conclusion 

Thus, for a discrete series of events, the 

equivalence of estimating the distribution of time 

intervals between all pairs of events and estimating an 

unnormalized biased correlation function is proved. 

Apparently, calculating the distribution of SI(k) 

intervals can be useful in analyzing rare events when 

the event times or time intervals between consecutive 

events are known.  

It is easy to see from (6) that for Poisson 

random series (when x(i) and y(j) are uncorrelated), the 

mathematical expectation of the distribution of 

intervals SI(k) for the length of the interval kΔT is  

𝐸{𝑆𝐼(𝑘)} = ∑ 𝑥

𝑁−|𝑘|−1

𝑗=0

 𝑦 = (𝑁 − |𝑘|) 𝑥  𝑦,           (7)  

where 𝑥 and 𝑦 are the average values of x(i) (i = 0, 1, 

..., n) and y(j) (j = 0, 1, ..., m) (n = m = N) random 

series, respectively, k = 0, 1, ..., N − 1.  

Therefore, for Poisson random variables, 

mathematical expectation of the distribution of 

intervals E{SI(k)} has a triangular shape.  

At m ≠ n, the distribution of intervals will have a 

trapezoidal shape. 

The variance of SI(k) values is equal to  

𝐷{𝑆𝐼(𝑘)} = 𝐷 { ∑ 𝑥(𝑗 + |𝑘|)

𝑁−|𝑘|−1

𝑗=0

 𝑦(𝑗) }                      
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𝐷{𝑆𝐼(𝑘)} = (𝑁 − |𝑘|) [ 𝐷{𝑥}𝐷{𝑦} +

 𝑥
2

𝐷{𝑦} + 𝑦
2

𝐷{𝑥} ]           (8) 

due to the independence of Poisson intervals.  
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