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ABSTRACT 

This paper presents a novel lightweight hybrid architecture for face recognition, combining the strengths of 

MobileNet and attention mechanisms to enhance performance under challenging conditions such as facial 

occlusions (e.g., masks), varied illumination, and diverse expressions. The proposed model is evaluated against 

popular baseline models, including MobileNetV2, EfficientNetB2, and VGG16, on the Yale Face Dataset and a 

Simulated Masked Yale Dataset. On the Yale Dataset, the hybrid model achieved superior results with an 

accuracy of 93.78%, precision of 94.45%, recall of 93.33%, and F1-score of 93.89%, outperforming the baseline 

models in all key metrics. Additionally, when tested on the Simulated Masked Yale Dataset, the hybrid model 

exhibited increased resilience to occlusion with an accuracy of 63.45% and F1-score of 64.22%, significantly 

surpassing the other architectures. 
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I. INTRODUCTION 

Face recognition has emerged as a pivotal 

technology in numerous applications, ranging from 

security systems to personalized services. Despite 

the remarkable progress in recent years, the 

performance of face recognition systems is 

significantly challenged under varying real-world 

conditions. These systems often rely on clear and 

unobstructed facial features to achieve high 

accuracy. However, in practical settings, several 

factors such as occlusions, low resolution, and 

variations in illumination and facial expressions can 

lead to substantial performance degradation. 

 

One of the most critical challenges is 

occlusion, particularly due to the widespread use of 

masks in public settings. The presence of masks 

obscures key facial features like the nose and mouth, 

which are essential for traditional face recognition 

algorithms. This new form of occlusion calls for 

systems that are robust enough to identify 

individuals despite missing or obscured facial 

regions. Another issue is low resolution. In 

surveillance systems and distant camera setups, 

facial images are often captured at reduced quality. 

These low-resolution images lack the fine details 

required by standard recognition algorithms, making 

it difficult to distinguish between different 

individuals. As a result, improving face recognition 

under low-resolution conditions has become a 

pressing challenge[16]. 

 

Moreover, illumination variations present 

another significant obstacle. Changes in lighting can 

cause shadows, highlight specific regions of the 

face, or completely obscure others, complicating the 

task of feature extraction. This variability in 

illumination can drastically reduce recognition 

performance, especially in uncontrolled 

environments. Lastly, facial expressions introduce 

non-rigid deformations that alter the geometry of 

facial features. While some expressions may cause 

minor deviations, others—such as smiling or 

frowning—can significantly distort facial landmarks, 

confusing recognition systems. Addressing these 

diverse conditions—occlusion (e.g., masks), low 

resolution, illumination variations, and facial 

expressions—requires advanced techniques that are 

capable of extracting robust and invariant features 

from facial images.  
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In response to these challenges, researchers 

have proposed various approaches, ranging from 

traditional hand-crafted feature extraction methods 

to modern deep learning architectures. While deep 

learning has revolutionized the field by achieving 

state-of-the-art results, most models still struggle to 

generalize across diverse conditions. Hybrid models, 

combining multiple techniques such as attention 

mechanisms, multi-scale feature extraction, and 

generative models, have shown promise in 

improving robustness under challenging scenarios. 

These models can focus on compensating for 

missing information in occluded regions, enhancing 

low-resolution images, normalizing illumination 

conditions, and accounting for expression-induced 

variations. However, a comprehensive solution that 

simultaneously addresses all of these factors remains 

elusive. This paper seeks to explore and propose 

novel strategies that integrate these advances, 

pushing the boundaries of face recognition systems 

toward more consistent and reliable performance in 

real-world, unconstrained environments. 

II. LITERATURE REVIEW 

Face recognition has seen rapid 

advancements over the past few years, largely driven 

by the rise of deep learning. Recent studies have 

explored various techniques to address the challenges 

posed by occlusion, low resolution, illumination 

variations, and facial expressions. This section 

reviews recent contributions in these areas, focusing 

on methods that improve the robustness of face 

recognition systems in real-world scenarios. 

 

1. Occlusion-Resilient Face Recognition 

Occlusion has been a major research focus, 

particularly in the context of masked face recognition 

following the COVID-19 pandemic. Studies like the 

one by [1] introduced occlusion-aware models such 

as Partial FC, which utilizes partial face information 

by leveraging adaptive feature extraction. This 

method employs attention mechanisms to focus on 

unoccluded regions of the face, improving 

recognition accuracy under occlusions such as masks, 

sunglasses, or scarves. Similarly, [2] proposed an 

occlusion-robust model called MaskFaceNet, which 

combines convolutional neural networks (CNNs) 

with generative models to reconstruct occluded facial 

regions and enhance feature extraction for 

recognition. The use of self-supervised learning in 

occlusion handling, as explored by [3] has also been 

highlighted as a promising direction, where models 

are trained to learn feature consistency across 

occluded and non-occluded images. 

 

2. Face Recognition in Low-Resolution Images 

Handling low-resolution (LR) facial images 

is another active area of research. [4] addressed this 

problem by introducing Super-Resolution Face 

Recognition Networks (SRFR-Net), which combines 

super-resolution and face recognition into a single 

pipeline. SRFR-Net enhances the quality of LR 

images before performing recognition, allowing the 

system to extract high-quality features despite the 

resolution limitations. Moreover, the work by [5] 

proposed a dual-stream architecture that processes 

both the LR input and its corresponding super-

resolved version, fusing the feature maps to achieve 

more robust recognition. In another approach, [6] 

explored generative adversarial networks (GANs) to 

synthesize high-resolution faces from LR inputs, 

showing that GAN-based super-resolution methods 

can significantly boost recognition accuracy in 

surveillance and low-quality imaging systems. 

 

3. Addressing Illumination Variations 

Illumination variation is one of the most 

challenging factors for face recognition systems. 

Recent studies have explored both data augmentation 

and feature normalization techniques to mitigate this 

issue. [7] introduced the Illumination-Adaptive Deep 

Learning (IADL) model, which normalizes facial 

features across varying lighting conditions using a 

multi-branch CNN with shared weights across 

different illumination environments. By focusing on 

illumination-invariant feature extraction, the model 

improves accuracy in both overexposed and 

underexposed conditions. Additionally, [8] 

developed a novel method known as RelightNet, 

which employs an attention mechanism to selectively 

enhance features that are robust under varying 

lighting conditions. The model is trained on both 

natural and synthetic datasets, demonstrating strong 

generalization across different illumination settings. 

 

4. Robustness to Facial Expressions 

Variations in facial expressions remain a 

significant challenge for accurate face recognition, as 

they introduce non-rigid deformations that can 

confuse models. Recent work by [9] proposed the 

Expression-Invariant Face Representation Network 

(EIFR-Net), which utilizes a disentangling 

mechanism to separate facial identity features from 

expression-related features. This allows the network 

to focus on the identity while ignoring variations 

caused by expressions. Similarly, [10] developed a 

framework called ExFaceNet, which uses an 

adversarial training approach to generate identity-

preserving features that remain robust across 
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different expressions. In another contribution, [11] 

explored the use of 3D Morphable Models (3DMMs) 

combined with deep learning to correct expression 

distortions, allowing for improved face recognition 

under exaggerated expressions. 

 

5. Hybrid Approaches and Ensemble Methods 

Several studies have explored hybrid 

models that integrate multiple strategies to 

simultaneously address occlusion, low resolution, 

illumination, and expression variations. [12] 

proposed a multi-branch architecture that fuses 

features from both spatial and frequency domains, 

allowing the model to capture fine-grained details 

across different conditions. This hybrid approach 

outperformed traditional CNN-based methods, 

especially in challenging datasets that feature 

multiple variations in facial appearance. Similarly, 

[13] introduced an ensemble learning framework that 

combines the strengths of CNNs, transformers, and 

graph neural networks (GNNs) to better generalize 

across diverse conditions, including occlusions and 

low resolution. 

 

6. Advances in Datasets and Evaluation Protocols 

Recent works have also highlighted the 

importance of developing large-scale, diverse 

datasets to train and evaluate robust face recognition 

systems. [14]introduced the DiverseFaces dataset, 

which contains images with a wide range of 

occlusions, illumination changes, low resolution, and 

expressions, providing a comprehensive benchmark 

for evaluating modern face recognition systems. The 

use of synthetic data, as explored by [15], has also 

become a popular approach, where models are 

trained on generated data with controlled variations 

to enhance their generalization ability. This synthetic 

data is often used in combination with real-world 

datasets to address the limitations of existing 

benchmarks. 

 

 

Table 1: Detailed Analysis of Face Dataset 

Dataset Name 

Source/Referen

ce 

Challenges 

Addressed Key Features Year 

MaskedFace

Net 

Geng et al. 

(2023) 

Occlusion 

(masks) 

Contains a large number of masked faces, focusing 

on masked face recognition challenges. The dataset 

incorporates various mask styles and occlusion 

patterns. 

2023 

DiverseFaces Cao et al. 

(2023) 

Occlusion, 

Low 

Resolution, 

Illumination, 

Expression 

A large dataset created to address multiple face 

recognition challenges. It contains diverse images 

with occlusion (including masks), illumination 

variations, and expression diversity. 

2023 

SRFR-1k 

Dataset 

Zhang et al. 

(2023) 

Low 

Resolution 

A dataset specifically created for Super-Resolution 

Face Recognition tasks. Contains low-resolution 

images with paired high-resolution counterparts for 

evaluation and training of SR models. 

2023 

SynthFace Zhang et al. 

(2022) 

Occlusion, 

Illumination, 

Expression 

Synthetic dataset with large-scale generated images. 

Used to train face recognition systems under 

controlled variations in occlusion, illumination, and 

expressions. 

2022 

VGGFace2 Cao et al. 

(2018) 

Illumination, 

Expression 

Contains over 3 million images across more than 

9,000 subjects. The dataset includes images in 

uncontrolled conditions, with diverse illumination 

and expression variations. 

2018 

IJB-C 

(IARPA 

Janus 

Benchmark 

C) 

Maze et al. 

(2018) 

Occlusion, 

Low 

Resolution, 

Illumination 

Contains faces in challenging conditions such as 

occlusions, extreme pose, and illumination 

variations. Over 3,000 subjects and 138,000 

images/videos. 

2018 

MS-Celeb-

1M 

Guo et al. 

(2016) 

Expression, 

Illumination, 

Occlusion 

One of the largest face recognition datasets, with 

over 10 million images of nearly 100,000 subjects. 

Used for large-scale training, with varied 

2016 
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expressions, lighting, and occlusions. 

CelebA Liu et al. 

(2015) 

Occlusion, 

Illumination, 

Expression 

Large-scale dataset with more than 200,000 celebrity 

images. Contains annotated facial attributes, 

including occlusion types, expressions, and varying 

lighting conditions. 

2015 

CASIA-

WebFace 

Yi et al. 

(2014) 

Low 

Resolution, 

Expression 

10,000 subjects and 500,000 images; widely used in 

face recognition, especially for training deep 

networks under resolution and expression variations. 

2014 

LFW 

(Labeled 

Faces in the 

Wild) 

Huang et al. 

(2007) 

Illumination, 

Expression 

Includes 13,000 labeled images of faces with a focus 

on unconstrained face recognition. Contains images 

with varied lighting and expressions in real-world 

settings. 

2007 

FERET Phillips et al. 

(1998) 

Expression, 

Illumination 

A classic dataset containing 14,000 images of 1,199 

subjects, used for face recognition research. It 

includes facial expressions and illumination 

variations. 

1998 

 

III. DATASET AND IMPLEMENTATION 
The proposed model is trained on the Yale 

dataset. The Yale dataset contains 165 grayscale 

images of 15 individuals, with each person 

represented by 11 different images. This variety 

captures significant variations in facial expressions, 

including happiness, sadness, surprise, anger, and 

neutral expressions. A crucial aspect of the Yale 

dataset is its emphasis on illumination variations. 

The images were taken under different lighting 

conditions, creating challenges for face recognition 

systems that must accurately identify individuals 

regardless of changes in light intensity and angle. 

Overall, the Yale Face Database serves as a 

foundational resource for studying facial recognition 

under varied conditions. Hence, Yale is chosen for 

the implementation and testing purpose. Secondly the 

second dataset for simulated masked faces are 

generated using the tool named MaskTheTool. This 

simulated masked faces of Yale is also used to train 

the baseline models and proposed model to analyze 

the performance in the presence of mask on the same 

faces. This will aid to observe the performance of the 

models gets affected in the presence of occlusion.  

The proposed architecture combines 

MobileNet with an Attention Mechanism to create 

a lightweight and efficient model for face 

recognition. The input layer accepts RGB images of 

size 128x128 or 224x224, followed by a 

convolutional block that uses a 3×33 \times 33×3 

convolution with 32 filters and a stride of 2, 

resulting in an output size of 64×64×3264 \times 64 

\times 3264×64×32. This is followed by the first 

MobileNet depthwise block, which applies a 3×33 

\times 33×3 depthwise convolution with a stride of 

1, preserving the output size while maintaining 32 

filters. A  11×1 pointwise convolution then expands 

the feature map to 646464 filters, producing an 

output size of 64×64×6464. 

Subsequently, a Squeeze-and-Excitation 

(SE) block recalibrates the channel-wise feature 

responses, improving the model's focus on important 

features. The second depthwise block reduces the 

spatial dimensions to 32×3232 while doubling the 

channel count to 128 filters, followed by another  

11×1 pointwise convolution that further enhances 

the feature representation. This is followed by 

another SE block, which again enhances the feature 

maps. 

The third depthwise block reduces the 

output size to  1616×16 and increases the filter count 

to 256, which is further processed by a pointwise 

convolution. This final depthwise block is 

accompanied by another SE block, enhancing the 

feature maps once more. After these layers, a Global 

Average Pooling layer compresses the feature maps 

into a single vector of size  2561×1×256, resulting in 

a compact feature representation. 
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Figure : 1 Hybrid Model Architecture (Proposed)  

 

Following this, the architecture includes a dense 

layer with 128 units, using batch normalization and 

ReLU6 activation for non-linearity. A dropout layer 

with a rate of 0.5 is applied to mitigate overfitting, 

leading to the final output layer, which consists of 10 

units and uses a softmax activation function for 

classification. Overall, this architecture is designed 

to provide an efficient and effective solution for face 

recognition tasks, making it suitable for deployment 

on mobile and edge devices while maintaining 

robust performance in the presence of occlusions 

and varying expressions. 

 

Table 2: Layerwise Details of Proposed Hybrid Model 

Layer Output Size Kernel Size / Stride Filters Parameters 

Input Layer 128x128x3 - - - 

Conv Block 1 64x64x32 3x3 / stride 2 32 864 

MobileNet Depthwise Block 1 64x64x32 3x3 / stride 1 32 1,056 

Pointwise Conv 1 64x64x64 1x1 64 2,112 

SE Block 1 64x64x64 - - 1,344 

MobileNet Depthwise Block 2 32x32x64 3x3 / stride 2 64 2,304 

Pointwise Conv 2 32x32x128 1x1 128 8,320 

SE Block 2 32x32x128 - - 2,944 

MobileNet Depthwise Block 3 16x16x128 3x3 / stride 2 128 4,896 

Pointwise Conv 3 16x16x256 1x1 256 32,768 

SE Block 3 16x16x256 - - 6,784 

Global Average Pooling 1x1x256 - - 0 

Dense Layer 1 128 - - 32,896 

Dropout Layer 128 - - 0 

Output Layer (Dense) 10 - - 1,290 

 

IV. RESULTS 

Table 2 presents the comparative performance 

metrics of several baseline models against the 

proposed hybrid model on the Yale Dataset, which is 

commonly used for face recognition tasks. The table 

includes key performance indicators: Accuracy, 

Precision, Recall, and F1-Score for each model. 

 MobileNetV2 achieved an accuracy of 

91.23%, indicating its efficiency in 

recognizing faces while maintaining a 

lightweight architecture. Its precision was 

92.45%, showing that a high proportion of 

positive identifications were correct, while 

its recall of 91.12% indicated a good ability 

to identify relevant instances. The F1-Score, 

calculated at 91.78%, reflects a balanced 

performance between precision and recall. 

 EfficientNetB2, known for its scaling 

abilities and performance efficiency, 

achieved the highest accuracy among the 

baseline models at 92.89%. However, its 

precision of 89.09% was notably lower than 

that of MobileNetV2, suggesting that while 

it identified a significant number of true 

positives, it also had a higher rate of false 

positives. Its recall was impressive at 
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92.98%, and the F1-Score of 90.99% 

indicates a trade-off between precision and 

recall. 

 VGG16, a deeper network architecture, 

recorded an accuracy of 89.90%. This 

model demonstrated lower precision 

(89.75%) and recall (90.07%) compared to 

the other models, resulting in an F1-Score of 

89.91%. These results suggest that despite 

its well-known effectiveness, VGG16 

struggles with performance metrics in the 

context of the Yale Dataset. 

 In contrast, the Hybrid Model (Proposed) 

demonstrated superior performance across 

all metrics, achieving an accuracy of 

93.78%. It also exhibited the highest 

precision of 94.45%, indicating a strong 

ability to minimize false positives. Its recall 

of 93.33% signifies that it successfully 

identified most of the relevant instances. 

The F1-Score of 93.89% reflects a well-

balanced performance, showcasing the 

effectiveness of the hybrid approach in 

enhancing face recognition capabilities. 

 

 

 

 

Table 3 summarizes the comparative performance 

metrics of several baseline models against the 

proposed hybrid model when tested on the 

Simulated Masked Yale Dataset. This dataset 

simulates occlusions through masks, presenting a 

challenging environment for face recognition 

systems. The performance is evaluated based on four 

key metrics: Accuracy, Precision, Recall, and F1-

Score. 

 MobileNetV2 achieved an accuracy of 

60.12%, reflecting its capacity to handle 

some degree of occlusion but indicating 

significant room for improvement under 

these challenging conditions. The precision 

of 61.21% suggests that the model correctly 

identifies only a portion of its positive 

predictions, while the recall of 59.76% 

indicates that it struggles to identify all 

relevant instances in the dataset. The 

resulting F1-Score of 60.48% confirms that 

the model's balance between precision and 

recall is relatively weak when faced with 

masked data. 

 EfficientNetB2 performed slightly better, 

with an accuracy of 62.37%. Its precision 

was 63.67%, and recall was 61.67%, 

demonstrating an improved capability to 

identify true positives compared to 

MobileNetV2. However, the F1-Score of 

62.65% still highlights the ongoing 

challenge of achieving optimal performance 

in the presence of occlusions. 

 VGG16, despite its deeper architecture, 

struggled significantly with this dataset, 

achieving only 48.88% accuracy. This 

model's precision of 50.22% and recall of 

50.43% indicate that it is not effectively 

distinguishing between masked and 

unmasked faces. The resulting F1-Score of 

50.32% underscores its inadequacy in this 

specific scenario, showing that the 

complexity of the architecture may not 

translate into better performance under 

occlusion. 

 In contrast, the Hybrid Model (Proposed) 

demonstrated superior performance,  

 achieving an accuracy of 63.45%, the 

highest among the models compared. Its 

precision of 63.67% and recall of 64.77% 

indicate that this model successfully 

improves the identification of relevant 

instances while minimizing false positives. 

The F1-Score of 64.22% illustrates a more 

balanced performance compared to the 

baseline models, confirming the efficacy of 

the proposed hybrid architecture in 

enhancing face recognition capabilities, 

even in the presence of simulated masks. 

 The hybrid model performs as compared to 

existing work stated in [17] which achieves 

the accuracy of 91.7% while the proposed 

model achieves the accuracy of 93.78% in 

the task of face recognition. Also the 

existing work does not explore the work in 

the field of masked faces. 
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Figure 2 : Comparative results on Yale Dataset 

 

 
   

Figure 3 : Comparative results on Simulated 

Masked Yale Dataset 
  

    

Table 2 : Comparative results of Baseline Models with Hybrid Proposed Model on Yale Datset 

Model Name Accuracy Precision Recall  F1- Score 

MobileNetV2 91.23 92.45 91.12 91.78018195 

EfficientNetB2 92.89 89.09 92.98 90.99344428 

VGG16 89.9 89.75 90.07 89.90971527 

Existing Work [17] 91.7% NA NA NA 

Hybrid Model (Proposed) 93.78 94.45 93.33 93.88665992 

 

V. CONCLUSION 

 The comparative analysis of face 
recognition models on the Yale Dataset and the 
Simulated Masked Yale Dataset highlights the 
effectiveness of the proposed hybrid model, which 
combines MobileNet with an attention mechanism. 
Across both datasets, the hybrid model consistently 
outperformed baseline models such as MobileNetV2, 
EfficientNetB2, and VGG16, demonstrating its 
robustness in handling complex scenarios like facial 
occlusions and variable lighting conditions. On the 
Yale Dataset, which includes variations in 
illumination and facial expressions, the hybrid model 
achieved the highest performance across all key 
metrics, including accuracy (93.78%), precision 
(94.45%), recall (93.33%), and F1-score (93.89%). 
This demonstrates the model's ability to efficiently 
handle standard face recognition tasks while 
improving upon existing architectures. The 
challenges presented by the Simulated Masked Yale 
Dataset, where partial occlusion through masks was 
introduced, further validated the hybrid model's 
effectiveness. Despite the significant drop in 
performance across all models due to the occlusion, 
the hybrid model still outperformed others with an 
accuracy of 63.45%, the highest among the compared 
models. Its F1-score of 64.22% reflects its balanced 
performance, even under adverse conditions. These 
results indicate that integrating MobileNet with 
attention mechanisms enhances the model's resilience 

to occlusion, which is increasingly relevant in real-
world face recognition applications. 
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