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ABSTRACT 
Reliable prediction of lipophilicity in organic compounds involves molecular descriptors determination. In this 

work, the lipophilicity of a set of twenty-three  molecules has been determined  using up to seven various 

empirical descriptors. According to Quantitative Structure Property Relationship (QSPR) method, a first set of 

fourteen molecules was used as training set whereas a second set of nine molecules was used as test set. 

Calculations made with empirical descriptors, after a severe statistical analysis, have led to establish a QSPR 

relation able to predict molecular lipophilicity with over 95% confidence.  
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I. INTRODUCTION 
The informations contained in molecular 

structure can be accessed and described by the 

using of various physicochemical quantities named 

descriptors. For decades, many studies have been 

conducted to determine numerous descriptors of 

many kind, and it is well known that they actually 

can describe molecular structures [1-3]. The aim of 

our work is to determine the molecular descriptors 

that can reliably predict the molecular lipophilicity 

by empirical methods. The suitable descriptors will 

be selected from an initial set of seven empirical 

descriptors, only taking into account the ones who 

are highly correlated with the molecular 

lipophilicity while being independent one from 

each other in pairs. The whole process will lead to 

establish and validate by statistical method, a 

performant QSPR model. 

 

II. COMPUTATIONAL METHODS 
1. Training and test sets molecules 

Both training and test sets are constituted 

from a sample of twenty-three aromatic compounds 

with known experimental values [4] of molecular 

lipophilicity expressed as         , where      is 

the experimental value of octanol-water partition 

coefficient. The training set corresponds to fourteen 

molecules and the test set, to nine (Table 1). All 

molecules are codified CAi, the i running from 1 to 

23. 

 

Table 1 : Training set and test set samples molecules and their lipophilicities. 
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2. Computation details 

Empirical descriptors have been computed using 

ACD/ChemSketch sofware [5]. Two other sofwares 

have been used, according their specificities, to 

perform statistical analysing of the results and to 

plot graphics, i.e XLSTAT [6] and EXCEL [7]. 

 

3. Statistical analysing 

To establish predictive models of molecular 

lipophilicity, we used the method of multiple linear 

regression analysis [8-9] which is given by the 

general equation 1: 

                              (1) 

 : Property studied ;                explanatory 

variables (descriptors) of the studied property ; 

               model regression coefficients ; 

    model error ;    number of explanatory 

variables. XLSTAT software directly provides 

these linear regression equations with the 

regression analysis tool. The final choice of 

predictive descriptors is based on two fundamental 

criteria for selecting descriptors sets [10]. The first 

criterion requires that there must be a linear 

dependency between the property studied, meaning 

here the lipophilicity, and descriptors such as 

          . The second criterion indicates that the 

descriptors must be independent one of each other 

as            Wherein   is the linear correlation 

coefficient and     is the partial correlation 

coefficient between descriptors i and j. XLSTAT 

software directly provides these coefficients. In the 

case of simple linear regression [11], expressions of 

  and     are given by equations 2 and 3: 

 

  
        

     

                          

      
          

       
         

 

In the case of multilinear regression, the following 

relations 4, 5, 6 and 7 are used to calculate the 

statistical parameters needed to validate a model. 
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Where      : Total Sum of Squares ;      
Extended Sum of Squares ;       Residual Sum of 

Squares. 

The determination coefficient    [12] is given by 

the following equations 8 and 9 : 

   
   

   
   

   

   
                   

  
   

   
             

 

The relations 10 and 11 give respectively the 

standard deviation (s) and the adjusted coefficient 

of determination    are : 

   
   

     
                              

       
    

             

     
                   

To show that a linear regression equation is 

significant relative to another equation, we 

compare their Fisher’s  coefficients F (relation 12) 

[13]. The higher Fisher’s coefficient is, the more 

significant the regression equation will be. 

  
     

 
 
   

   
              

 

Where n : number of molecules ; p : number of 

explanatory variables. 

To calculate the statistical prediction parameters of 

a model, we use the following relation 13 : 

                       
 
           

 

Where PRESS : Predictive Residual Sum of 

Squares. The expression of the internal cross-

validation coefficient (    
 ) is given by equation 

14: 

    
    

     

   
            

 

The external validation coefficient (    
 ) is given 

by the relation 15: 

    
    

 

    

 
     

   
             

 

Where       Number of molecules in the test set ; 

LOO : Leave-One-Out (Cross-validation by 

omission of a molecule). To show that a model is 

efficient in predicting a given property, we apply 

the five Tropsha’s criteria [14-15] to this model. If 

at least 3/5 of the criteria are checked, then the 

model will be considered efficient in predicting the 

property studied [16]. These criteria are :  

Criterion 1 :      
             Criterion 2 :     

  

          Criterion 3 :  
    
    

 

    
                  

       

Criterion 4 : 
    
    

  

    
                    

          Criterion 5 :      
    

        

 

 

4. Molecular descriptors selection 

There are numerous empirical descriptors from the 

literature. For our study, we considered seven 

empirical descriptors (Tables 2). Tables 3 gives the 

values of the empirical descriptors. These values 

were used not only to calculate the linear 

correlation coefficient R and the partial correlation 

coefficient    , but also to establish the regression 

models. 

 

 

Table 2 : List of seven empirical descriptors. 
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Table 3 : Values of the empirical descriptors of the training set. 

CODE            

(   ) 

   

(   ) 

   

(   ) 

   

           

  

(         ) 

  

       ) 

  

CA1 2.13 89.400 26.250 207.200 10.400 28.800 0.873 1.498 

CA2 3.12 121.900 35.900 282.500 14.230 28.700 0.870 1.500 

CA3 3.15 122.200 35.800 283.800 14.190 29.000 0.868 1.497 

CA4 3.69 138.700 40.430 323.600 16.020 29.600 0.866 1.494 

CA5 3.63 138.200 40.720 320.200 16.140 28.700 0.869 1.500 

CA6 3.53 138.500 40.620 321.500 16.100 29.000 0.867 1.498 

CA7 4.00 154.500 45.550 357.800 18.050 28.700 0.868 1.501 

CA8 4.10 154.500 45.550 357.800 18.050 28.700 0.868 1.501 

CA9 4.00 139.800 48.920 348.700 19.390 38.700 1.016 1.616 

CA10 3.22 123.500 44.090 311.100 17.480 40.200 1.037 1.632 

CA11 2.27 93.600 26.240 214.400 10.400 27.400 1.026 1.472 

CA12 2.73 105.700 31.070 244.900 12.320 28.800 0.871 1.499 

CA13 3.35 123.500 44.090 311.100 17.480 40.200 1.037 1.632 

CA14 3.87 139.800 48.920 348.700 19.390 38.700 1.016 1.616 

 

Table 4 : Selection of empirical descriptors according criterion 1 [10]. 

Equation 
Coefficient of 

correlation     
Rejected descriptor 

if         

              0.9815 Selected 

              0.9295 Selected 

              0.9895 Selected 

              0.9292 Selected 

             0.2943 Rejected 

             0.0346 Rejected 

             0.3156 Rejected 

 

 

Table 5: Selection of empirical descriptors according criterion 2 [10]. 

Correlation between : coefficients     

Criterion 2 : 

Independent descriptors  

if          

                   Independent 

                   Dependent 

                   Independent 

                   Dependent 

                   Independent 

                   Independent 
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According to Table 4, the rejected 

descriptors have a correlation coefficient value less 

than 0.50 and those selected have a coefficient 

greater than 0.50. The selected descriptors are 

                     The last step is to verify the 

criterion 2 (Tables 5). According to Table 5, it is 

noted that the molar parachor (  ) depends both 

molecular volume (  ) and molar refractivity (  ), 

and descriptors which are themselves independent. 

We can exclude the molar parachor (  ) from the 

list of four empirical descriptors selected by the 

criterion 1. The remain selected empirical 

descriptors are Molecular volume (  ), Molar 

refractivity (  ) and Molar polarizability (  ).  

 

III. RESULTS AND DISCUSSION 
1. QSPR model 

Fig. 1 shows that the empirical descriptors retained 

are linearly dependent on molecular lipophilicity. 

The graph of this Fig. 1 is cooresponds to the plot 

Descriptors = f (       ). Indeed, there are several 

descriptors for a single value of         , and it 

was impossible with the Excel software to plot on 

the same graph log     = f (Descriptors). The 

prediction model of molecular lipophilicity 

established on empirical descriptors is given 

below : 

 

                                

              
 

                                  
 

                                        

 

According to the statistic t test (relating to the 

significance of the descriptors), the importance of 

empirical descriptors in the model is in the 

following descending order :           In 

Table 6, the validation statistical parameters of the 

model are recorded. This Table 6 shows that the 

model has a very high predictive capacity, since 

97.84% of the molecules in the test set have their 

lipophilicities predicted. This means that the model 

can be used to reliably predict the aromatic 

compounds unavailable lipophilicities. 

 

Verification of Tropsha’s criteria  

        
                 

 

         
                  

 

         
    

     
               

 

         
    

                      
 

                                 
 

We note that all values satisfy Tropsha’s criteria. 

Therefore, the model is efficient in predicting the 

molecular lipophilicity. 

 

 
Figure 1 : Graphs                        of the model. 
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Table 6 : Statistical parameters of the model  

Model parameters 
Internal validation LOO  

(Training set) 

External validation 

 (Test set) 

   14    14   9  

   
 0.9851 

(98.51%) 
       0.1810     

  
 0.9953 

(99.53%) 

      
   0.9807 

    
  

0.9642 

(96.42%) 

       0.0703 

   220.9409     
  

 0.9784 

(97.84%) 

   0.0867        0.1343          0.1186 

 

2. Correlation between the predicted and 

experimental values of lipophilicity 

Fig. 2 represents the following graphs          

depending          for internal validation (LOO) 

and external validation of the model. Fig. 2 shows 

that there is, indeed, a strong correlation between 

the predicted and the experimental lipophilicity 

according the model, since the correlation 

coefficient equals the high value of 0.9642. Here is 

the confirmation the model is highly performant in 

the prediction of molecular lipophilicity. 

 

 
Figure 2 : Graph                     of the model  

 

IV. CONCLUSION 
The QSPR method was used to establish a 

model for molecular lipophilicity prediction. In this 

work, we first identified the suitable empirical 

descriptors in lipophilicity prediction, according to 

the criteria usually used for the selection of 

descriptors. The results showed that three empirical 

descriptors, i.e Molecular volume (VM), Molar 

refractivity (RM) and Molar polarizability (PM) are 

strongly correlated with molecular lipophilicity. 

From these three descriptors, we have established a 

QSPR model for predicting molecular lipophilicity. 

Statistical parameters analysis has led to a 

satisfactory conclusion. Indeed, the results obtained 

have successfully overcome the statistical 

validation process, and the model has a very high 

predictive capacity with a coefficient of 

determination    of 0.9953. Furthermore, the 

predictive validation coefficient equals 0.9642. 

According the model, the increasing  of Molecular 

volume (VM) and/or Molar refractivity (RM) will 

also lead to molecular lipohilicity increasing. In the 

other hand, the increasing of Molar polarizability 

(PM) will lead to molecular lipohilicity decreasing 

The establishment of a highly efficient QSPR 

model constitutes a noteworthy advance in 

molecular lipophilicity  prediction.  
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