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ABSTRACT—Harmonic minimization in multilevel inverters is a complex optimization problem
that involves nonlinear transcen- dental equations having multiple local minima. In this paper, a
solution to the harmonic minimization problem using a novel par- ticle swarm optimization (PSO)
approach based on species-based PSO (SPSO) is presented. The original SPSO is modified, which
increased the robustness of algorithm to find global optimum of the search space. The proposed
method is able to find the optimum switching angles when their number is increased, while it is not
possible to determine them using either conventional iterative tech- niques or resultant theory method.
Theoretical results are verified by experiments and simulations for an 11-level H-bridge inverter.
Results show that the proposed method effectively minimizes a large number of specific harmonics,
and the output voltage results in very low total harmonic distortion and switching frequency.

Index Terms—Multilevel inverter, selective harmonic elimina- tion (SHE), species-based particle
swarm optimization (SPSO).

Numerical iterative techniques, such as Newton-Raphson
method, are applied to solve the SHE problem [2], [7]. [8]; how-
ever, such techniques need a good initial guess that should be
veryclose to the exact solution. Although the Newton—Raphson
method works properly if a good initial guess is available, pro-
viding a good guess is very difficult in most cases. This is
because the search space of the SHE problem is unknown, and
onedoesnot know whether a solution exists or not, and if exists,
what is the good initial guess.

I INTRODUCTION

ULTILEVEL inverters have attracted a great deal of
M attention in medium-voltage and high-power applica-
tions due to their lower switching losses, higher efficiency,
and more electromagnetic compatibility than those of conven-
tional two-level inverters [1]-{4]. The desired output voltage of
these converters is synthesized from several levels of dc volt-
ages. Among multilevel inverter structures, topologies based on
series-connected H-bridge inverters are particularly attractive

due to their modularity and simplicity of control [1],[2].

To control the output voltage and reduce the undesired har-
monics, different sinusoidal pulsewidth modulation (PWM)and
space-vector PWM schemes are suggested for multilevel invert-
ers [3]. [6]; however, PWM techniques are not able to eliminate
low-order harmonics completely. Another approach isto choose
switching angles so that specific lower order dominant harmon-
ics are suppressed. This method is known as selective harmonic
elimination (SHE) or programmed PWM technique in techni-
cal literatures [7]-[10]. A fundamental issue associated with
such method is to obtain the arithmetical solution of nonlinear
transcendental equations that contain trigonometric terms and
naturally present multiple solutions.

A systematic approach to solve the SHE problem based on
resultant theory method is proposed in [10}{13], where tran-
scendental equations that describe the SHE problem are con-
verted into an equivalent set of polynomial equations, and then,
resultant theory method is utilized to find all possible sets of
solutions for this equivalent problem. However, as the number
of harmonics to be eliminated increases (up to six harmonics for
symmetrical equations set [11], [12]), the degrees of the poly-
nomial in these equations become so large that solving them
using contemporary computer algebra software tools such as
Mathematica and Maple is not possible [11].
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Another approach to deal with the SHE problem is based
onmodem stochastic search techniques such as genetic algo-
nithm (GA) and particle swarm optimization (PSO) [13], [14].
However, by increasing the number of switching angles, the
complexity of search space increases dramatically, and both
the methods trap the local optima of search space. Of course,
the exact limitation for the number of switching angles cannot
be determined in evolutionary based algorithms; however, it can
be said that as the number of switching angles increases, the
probability of finding the optimum switching angles decreases.
Recently, anew active harmonic elimination method is also
proposed to eliminate higher order harmonics in multilevel in-
verters. In this method, first. the switching angles to eliminate
the lower order harmonics of staircase voltage waveform are
calculated, which is called fundamental switching frequency
method. Then, residual higher order harmonics are eliminated
byadditional PWM switching pattems[13]. Unfortunately, this
method uses very high frequency switching to eliminate higher
order harmonics; also, it needs a very complicated control pro-
cedure to generate the gate signals for power switches.
Hamonic elimination based on themodulation-based method
by introducing a variable triangle camier is presented in [16].
However, the technique has not been extended for multilevel

rOnTTATT AT

More recently, real-time calculation of
switching angles with analytical proof is presented
to minimize the total harmonic dis- tortion (THD)
of output voltage of multilevel converters [17].
However, the proof is given for staircase voltage
waveform, and the equation derived to calculate the
switching angles is valid only for fundamental
switching frequency method. Also, the presented
analytical proof is valid for minimizing all har-
monics, including triples, and not only for
minimizing nontriple harmonics, which are suitable
for three-phase applications.

In order to increase the degrees of
freedom (DOFs) and elim- ination of more
harmonics without changing the physical hard-
ware of inverter, SHE-PWM was proposed [18],
[19]. In this method, each active device can be
switched more than once per cycle, and more
harmonics than in the case of fundamental fre-
quency switching method can be eliminated. The
main problem associated with the SHE-PWM
method is that when the num- ber of switching
angles is increased, none of aforementioned
methods can be used to calculate the switching
angles.

In [20], a general formula to the SHE-
PWM problem was presented, and a hybrid GA

was employed for harmonic elim- ination of PWM
voltage waveform. However, the results are
provided only for six and nine switching angles in a
quarter of cycle, and the efficiency of the presented
algorithm is not ex- amined for larger number of
switching angles as this makes the algorithm more
complicated.

Obviously, by effectively solving the
harmonic elimination problem with large number
of switching angles, the SHE-PWM method can
generate high-quality voltage waveform as well as
less switching frequency as compared to other
modulation techniques.

In this paper, an algorithm based on
species-based PSO (SPSO) is developed to deal
with the problem where the number of switching
angles is increased and their determination using
conventional iterative methods in addition to GA
and simple PSO techniques is not possible. Also,
the original SPSO algorithm is modified, which
increases the robustness of the algorithm to find the
global optimum of search space. Sim- ulation and
experimental results are provided for an 11-level
cascaded multilevel inverter to show the validity of
the proposed method.
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Fig. 1. Structure and the staircase output
voltage waveform of a single-phase cascaded
H-bridge inverter.
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[l CASCADEDH-BRIDGE MULTILEVEL INVERTERS

Fig. 1(2) shows the structure of 2 single-phase 11evel cas-
caded inverter that consists of series connection of H-bridge
inverter units. Each unit has its own separated dc source
(SDCS), which may be obtaimed from an ultracapacitor, bat-
tery, fuel cell, solar cell, etc. In order to generate the multi-
level voltage waveform, the ac temminal voltages of different
H-bridge inverters are connected in series, and the overall out-
put voltage vy, is given by the sum of H-bridge voltages, ie.
Vg =V Vg vy +v, + ;. Each full brdge mverter can
generate three different dc voltage levels of +/ . 0, and [y
in its ac teminal, which depends on the state of four power
switches: 0. 0,. 0,. and 0, . The number of levels of output
phase voltage m in a cascade multilevel inverterism = 2 54 1,
where 5 is the number of SDCSs. The synthesized single-phase
staircase voltage of an 11-level cascade inverter is illustrated in
Fig. 1(b). To obtain the three-phase configuration, the outputs
of three single-phase cascaded inverters can be connected in I

or A shape.

[ HARMONIC MINIMZATION PROBLEM
INMULTILEVEL INVERTERS

Commonly, the staircase voltage wavefomn [as shown i
Fig. 1(b)]is chosen for the SHE modulation technique in multi-
level converters [3], [4], [10]{14). In this method, the number
of switching n a quarter of cycle is limited to 5; therefore, the
mumber of hamonics that can be elminated from the output
voltage of inverter is limited to 51 for this method. In order
to merease the DOFs and elmimation of more hanmonics than
inthe case of fundamental frequency switching method without
resorting to the increase of hardware, the SHE-PWM method is
proposed in [18], which is also called virtual-stage PWM [19]
This technique for multilevel mverters is one of the powerful
theories to generate high-quality voltage wavefom with less
switching frequency as compared to other PWM methods. The
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Fig. 2. Output phase voltage of inverter by
using the SHE-PWM method.

general formula to elimmate lower order harmonics considering
nonequal dc sources is also proposed m [20].

Generally, the number of switching in various levels can be
different from each other. However, for simplicity, the number
of switching is considered equal in this paper for differentlevels.
As an example, Fig. 2 shows the output voltage of nverter for
three times of switching at each level. If the number of switch-
ing at each level is denoted by £, switching frequency of the
SHE-PWMmethod will be k times the fundamental frequency.
Therefore, the number of harmonics that can be elimmated from
the output voltage is equal to £ s 1. For the 11evel and
£ = 3 example shown in Fig. 2, ﬁmre are 13 DOF, and 14 wn-
desired harmonics can be eliminated from the output voltage of
inverter. Itis worth pointing out that the staircase output voltage
can be obtained using the SHE-PWM method in the particular
caseof f= 1.

The Founer expansion for generated voltage waveform using

the SHE-PWM method is given by

4
_ cos(nf,) cos(nf,
Paf) = (csfr) , costt)

=434 T

Eos(rf,) £+ cos(y) sinfred). ()
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The switching angles 6, must satisfy the following
condition:

In(1), the positive signs indicate the ising edges of the volt-
age wavefom and vice versa. The objective here is to choose

lower order harmonics are suppressed, and at the same time, the

et ndamtalbecons sl inhe dishedalis

triple hammonics is not necessary because these harmonics are
eliminated from the lme-line voltage, automatically. By soly-
ing the £ transcendental equations set (3) in the unknown ,
B, B, it Is possible to eliminate the nontriple lower order
harmonics up to 3k 2 when £ s odd and up to 3k 1 order
hamonic when £ is-even, where modulation index # is de-

finedas M = V/s3, and 7, is the magnitude of fundamenta]
frequency of given voltage

: cos(®,) £ cos(6;) £+ £ c08(6c-,) £ cos(6y)= (s)M
~c0s(56,) £ cos(56, ) £+ £ cos(fg-,) £ cos(56) = 0
- cus(791] 1 00s(76,) - £ cos(76;-,) L cos(76:) = 0

= oy(3fs - 28) £ e - 2, ) £ -
~ o3 2)8) =0,

V. PARTICLESWARMOPTIMIZATION

4, Basic P30

Kemnedy and Ebethart fist ntroduced P50 m 1999 as anew
hewnstic method [21]. Basically, the PSO was ispired by the
sociological behavior associated with swarms such as flock of
birds and fish schooling. The individuals in the population are
called particles. Each particle is a potential solution for the op-
timization problem and tries to search the best position through
flying in a multidimensional space. The sociological behavior
that is modeled in the PSO system is used to guide the swam,
thereby probing the most promising areas of search space. Each
particle is detemmined by two vectors i [-dimensional search
space; the position vector J; = [t X ..., 1| and the ve-
locity vector 7; = [v Vi, .., V). Each particlen the swam
refines its search through its present velocity, previous expe-
nence, and the expenience of the neighborng particles. The
best position of particle ; founded so far is called personal
best and is denoted by P; = [py Da..., 2ip . and the best
position in entire swam is called globkl best and denoted by
Py = [Dey Derye.o, D). At fist, the velocity ofthe th paricle
on the ¢th dimension is updated by using (4), and then, () 1
used to modify the position of that particle
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AN )] )
ndt +1) =x(t)+ vdt +1) (5)

where ¢, and ¢, are the cogitative and social parameters, re-
spectively. In these equations, , and 7, are random values
uniformly distributed within [0, 1].

Moreover, in order to guarantee the convergence of the PSO
algorithm and improve the convergence characteristic, the con-
striction factor ,{2 }Es proposed and defined as [22], [23]

= = .|. 4

v 0

Two general approaches to define the neighborhood and de-
temine P, are known as ghest and best versions of PSO. In
the ghest version, the motion of each particle is influenced by
the best-fit particle in the entire swamm population; while on
the contrary, in the /best version, each particle is attracted to
the best-fit particle in its neighborhood. How the best-fit parti-
cle is determined as a leader of subpopulation has  significant

effect on the performance of the [best type of PSO algorithm.
Recently, a novel method that uses the notion of species has
been applied to determine the best-fit particles and their neigh-
borhoods [24], which is called species-based PSO (5PSO). and
has better performance and less calculation time than the well-
known k-means-based clustering algorithm to determine the
subpopulations, which was proposed by Kennedy[25].

B. Species-Based PSO

In the notion of species, the population is classified into
groups according to their similarity measured by Euclidean dis-
tance. The dominating particle in each species is called species
seed and attracts all particles that are located in the 7; distance
of itself.

The algorithm to determine species seed from the population
is performed at each iteration, and can be described as follows.

Step I: Set the species seed set Sto @.

Step 2: Generate a list Lgeq of all particles in decreasing

fitness values (1.e., from the best-fit to worst-fit).

Step 3. Pul‘é%;{}}g grlftsﬁ lpéﬁt‘l:slecéed gf Lenteq into the set S as the

Step 4: Find all particles in the L that are located in

the r; Euclidean distance of 5; and save them as the
members of jth species.

i
Step4: Find all particles i the Lqyeq that are located In
the r, Euclidean distance of 5; and save them as the
members of ith species.
Mep ): Kemove all particles that belong to the if, species

f{ﬁﬂlsorted-
Stap 0: Repeat step 2, till no particle is leftin the Lo
After this, once the species and species seeds havebeen de-
temined from the aforementioned procedure, each species seed
is set as the [pest of all those particles that belong to the same
species at each iteration. Neutral particles in any species always
follow a pure PSO position and velocity update mules. More-
over, any additional particles that have converged on the same
local optima in one of the species are considered as redundant
and are replaced with the new randomly generated particles in
the search space. This increases the ability of the algorithm to
better explore the other parts of search space [24]. Taking the
eatlier descriptions into consideration, the SPSO algorithm can
be summarized as follows.
Step I: Generate an initial population with randomly gener-
ated particles.
Step 2: Evaluate all particle individuals in the population.
Step 3: Sort all particles in descending order of their fitness
values (1.2, from the best-fit to least-fit ones).
Step4: Determinethe species seeds forthe cumrent population

(as described previously).
kd.ﬂ WLALLIUL PLL-\'J.ULI.HL-'I\'J.

Step J: Assign each speces seed dentified asthe best toall
ndividualsidentified in the same species

Step G Replace redundant particles in species.

Step : Adust particle posiions according to (4) and (3).

Stap &: Goback to step 2, until the temnination condition
et

(. Praposed Aduptive Adjustment of Niche Rachus

The mumber of generated species at each iteration depends
on the parameter 7, which denotestheradius measwed in Ey-
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TABLEI
PSEUDOCODE OF THE ADAPTIVE ADIUSTVENT OF NICHE RADIS 1y

Input; v, 1 and r,

If n.< 1 Then
B oW,
Else If n,> 1 Then
AL

End If

clidean distance from the center of a species (1.¢., species seed)
to its boundary. If ; is small, the large number of isolated
species with small species size could be formed, which enables
the algorithm to find more local optima but with low-quality
solutions because of low number of particles and vice versa.
Because of very high complexity of the SHE-PWM problem,
finding a global optima will be sufficient. The onginal SPSO
is modified to increase the ability of the algorithm to find the
global optima effectively. Thisis donebyadaptive adjustment of
niche radius 7; so that the desired number of generated species

n@m e the course of search, aTld fmally, reaches o
one specles (entire swarm) at the end of the search procedure.

For this reason, it is proposed that the desired number of
species - must decrease lnearly according to(/). Lhen, r

varies adaptively at each iteration step, so that the number of
generated species #; at the cument iteration follows the desired

: ¥
mmber of species n,

VY I T o Jer (7
13 i i 7] :
W0ETmas

where nyy ad myy ae the mitial ad fnal values of the desired
mumber of specles, respectively, [{ETr;, 1s the maximum num-
ber of iterations, and jteris the current number of iterations. The
vlues of nm n,, e mitialized 2t the fst step of fhe dgo-
rithm. By setting 1, equal to 2o, only one species & the st
stage of the searching procedure will be formed, which includes
the entire swarm. The pseudocode of Table [ is incorporated in

the original SPSO algorithm and executed after the new species
is determined. The constant parameter yr; indicates the vag-

ation of 7 at each iteration step. If the number of generated
pecks @ oment feator B ks daomn , the e nadus r
decreases such that the number of generated species at the next
pperion follows e dested mmbar of s m, md v
versa. If the value of yp;, I set too large, the optimization pro-
cess will become numerically unstable. Also, by setting yy; to
vey smal vahues, m; wil mot be able to follow nm. In
this paper, y7; is chosen to be as follows:

Xmax

m ) her‘mﬂ\' (8)

where X, denotes the maximum domain of search space. This
modification is applied to the original SPSO algorithm and is
called modified SPSO (MSPSO) in this paper.

V. IMPLEMENTATION OF THE MSPSO TECHNIQUE TO
HARMONIC MINIMIZATION PROBLEM

The harmonic minimization problem in multilevel inverters is
determination of the switching angles ofinverter so that the spec-
ified lower order harmonics are suppressed. Therefore, the cost
function isrelated to the fundamental and undesired harmonics.
This problem canbe categorized into one of the following cases.

4. Elimination of Lower Order Harmonics

The switching angles 8, §; ..., @ in a multilevel inverter
forthe output waveform can be calculated in such a way that the
equation set (4)is satisfied, and under these circumstances, odd
and nontriple low-order harmonics upto 3552, while f5is odd,
and up to 3&s 1 order, when kg is even, can be eliminated from
the output phase voltage of inverter In this case, the number of
harmonics that are chosen to minimize is equal to the number
of switching in a quarter of cycle. The cost function to approach
this aim can be defined as (9). This equation can also be used for
the fundamental frequency switching scheme by setting k= 1.
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B. Minimization of THD

Another approach to reduce the harmonics content is to min-
imize the THD for the output phase voltage of inverter. In this
paper, up to 30 harmonics are considered to calculatethe THD.
Therefore, the cost function to minimize the THD can be ex-
pressed as (10); obviously, this equation can also be used for the
fundamental frequency switching scheme by substituting £ = 1.

The objective is to minimize

16,8 8)

Supiectio

T

UDOy 20> 20 >
where s is the number of dc sources and kis the ratio of switch-
ing frequency to fundamental frequency: therefore, the mum-
ber of switching in a quarter of cycle is equal to & i 5 Let
B: = [y 8., Biz;] be a trial vector representing the ith
particle of the swam to be evolved. The elements of §; are the
solutions of harmonic minimization problem and its gth element
comesponds to the gth switching angle of inverter. The fitness
value of each particle is evaluated by means of the aforemen-
tioned objective function /{8, 8;,..., 8)-

The step-by-step procedure of the MSPSO method for har-

monic minimization problem is as follows.

vvvvvvvvv -

1) Getthedlata for the system: At thefirst step, the parameters
required for the algonthm such as population size M,
M iteration mumber ET g,y  Mitil value of niche
mils w M, , e 2 Glemdel ad dedn om
Issettolter =1

1) Generation of iitial conditions of each particle: Each
particlein the population is randomly initialized between
0 and 7/2; similarly, velocity vector of each particle has

to be generated randomly withim ~Jpp and V.

3) Evaluation of particles: Each particle is
evaluated using the fitness function of the
harmonic minimization problem to minimize
the cost function given by (9) or (10).

4) Determination of species and species seeds:
The cur- rent population is divided into
species, as described in Section 1V, and after
this, the species seed of each species is
assigned as lbest of all particles that belong to
this species.

5) Update the personal best position of particles:
If the cur- rent position of the ith particle is
better than its previous personal position best
Pi, replace the Pi with current posi- tion Xi.
Note that the Ibest of each particle is updated
in the previous step.

6) Adjustment of niche radius rs: Desired number
of species is updated by (7); afterward, rs is
adaptively adjusted by using the procedure
described in Table | so that the number

of current species ns follows nxs .

7) Update the velocity and position vectors:
Particles in any

species always follow a pure PSO position and
velocity update rules.

8) Termination criteria: If the iteration counter
iter reaches to itermax , stop; else increase the
iteration counter iter = iter + 1 and go back to
step 3:

f6, 6:,..., 8) =100
TN R AES ARSEES
S

Tl

f16, 8.,..., 8;) =100
VEY; Jﬂl \ |V5|+|V?|+|Vn| +"'+|V4ql

[ RTy]

i T
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V1. COMPUTATIONALRESULTS

In [14], the PSO algonthm is successfully applied to cal
culate the optimum switching angles in multleve] converters.
However, by mcreasing the number of switching angles, the
algorithm traps the local minima of search space.

Inthis section, the proposed approach is applied to calc-
[atethe optimum switching angles of the SHE-PWM technique,
where other conventional methods such as the iterative tech-
miques as well as the resultant theory approach are not able to
determinethese angles. Moreover, theresults are compared with
the new active harmonic elimination technique with respect to
switching frequencyand the quality of output voltage wavefom.
Calculation of the switching angles by the proposed method s
accomplished in the MATLAB programming environment. The
switching frequency is considered threefold of the fundamental
(k= 3). The objective hereis tomimimize the THD of generated
output voltage waveform by detemining the switching angles

Oy 8., O . The output voltage waveform for the case of
k=3and s =515 shownin Fig. 2. Therefore, the objective

= = = = =
T T 2 T T
e

=
T

Switching angles, Degree
o

=

—_
=
T

= Lo S

05 s o7 08 19 1 1
Modulation index, M

Fig. 3. Switching angles 6, , 6: ..., 6 versus modulationindex M .

function £ according to (10) is as follows:
f16, 8,,..., 8) =100

XM—E—l 4 |V5| +|ch| t |Vn| Tt |V4qJM
e i

(1)

By minimizing the earlier objective function for a given mod-
ulation index M , the magnitude of fundamental is maintained
at the specified value, and the THD of output voltage, which
is calculated up to 30 orders for odd and nontriple harmon-
ics, is minimized. The residual higher order harmonics occur at
much higher frequencies. Thus, filtering is much easier and less
expensive. Also, the generated harmonics might be above the
bandwidth of some actual systems, which means that there isno
power dissipation due to these harmonics.

As an example, the switching angles for M= 1 by using the
proposed method is calculated as follows:

D = 6108 = 10566, = 1380 4, = 1406
ngmw, b =1077,8, = 840", & = 3107
by

ho = 6110° 6, = 6549, B = 6808 0

Resulting THD for the generated phase voltage using (13)
is (2%, while the number of switching in the active hamonic
elimination method [13]to eliminate harmonics up to 31t order
is 130, which is tenfold of the proposed method. Also, the re-
sulting THD in [13] for this modulation index is 2.17%, which
is more than tenfold of the proposed method

49 J?
THD - 0 T 1)
7,

The switching angles versus the modulation index M are cal-
culated with step size of 0.003 and is shown in Fig. 3. Also,
comparison of the THD values determined from the fundamen-
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* THO for fundamental frequency switching method
| ¢ THO for active harmonic elimination method

+ THO for proposed method with 15 switching angles

~
v

04 08 m u
ModulaoonindexM

Fig. 4. Comparison of THD values for fundamental switching frequency
method activehamorc eiminationmethod, andthe proposed method with

13 switching angles versus Jf,
TABLEIl
PARAVETER USED v THE InpLEMENTATION OF MAPSO

Parameter value

i, 50

n, 0

e 1000
Population size 300

Vl'liil‘: '02

VT, 0.02

tal switching frequency scheme, active harmonic elimination
method, and theproposed method with £ = 3is showninFig. 4.
The THD values calculated by the proposed method are much
less than those calculated by the fundamental frequency switch-
ing and active harmonic elimination methods in all ranges of
the modulation indexes. Results show that the proposed algo-
rithm effectively minimizes the undesired harmonics and the
output voltage results in lower THD and lower switching fre-

. 1118 PaTamerers oI the KU AZ0NIm Usea In tme
are isted m Table 11

VIl SIMULATION RESULTS

To validate the computational results for switching angles,
a simulation is camied out in MATLAB/SIMULINK software
tool for an 11-evel cascaded H-bridge inverter.

Thevoltage of delink for each H-bridge units is considered to
be 100 V,and simulation is done for k= 3 and M= 1, whose
optimum switching angles is given in (12).

Output phase voltage, line-line voltage waveform, and fre-
quency spectra of line-line voltage are shown in Fig. 3(zH¢),
respectively. From the frequency spectra of lineline voltage
shown in Fig. 3(c), it can be seen that the magnitudes of lower
order harmonics, up to J0th order, are negligible.

2
=]

&
=]

2
=]

0
200 | I l l.[.

Qutput phase voltage, volts

600 N A L " i N
0.005 0.01 0.015 0.02 0025 003 0035 0.04

(a)
1000

500}~
0

500} - r

Qutput line voltage, volts

T : T
=1000 " .

0.005 001 0015 0.02 0.025 003 0035 0.04
Time, sec

(b)
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g 3. Simulation results for 11-devel mverter, £ = 3, and M = 1.(3) Out-
put phase voltage. (b) Output Ine-lne veltage. (c) FFT analysis for Ine-me

vokage. Fig 6. Prototype single-phase 11-level cascaded H-bdge mverter
g 300 .I I I - -'-.-
VI EXPERIVENTAL RESULTS > oL Y [y
To validate the simulation and theoretical results, a low- 5: oo f [»
power, single-phase, 11-evel cascaded mverterprototypeis con- E T 1
structed. The circuit configuration in the experimental circuit s £ ELJ [ )
the same as shown in Fig. 1(2). The mverter uses 30 A, 200V g 20 N U
MOSFETS as the switching devices, and the de-link voltage for 0 -mznm 0:01 0;5 n:uz s 03 3 ﬂnﬂnss
each H-bridge is 62 V. Each H-bridge unit uses 4700 4F and T e s
80 V capacitor in its dc bus. The gate control signals are gen- )
erated by 2 dedicated wt, which is implemented on Spartan 300
11 series of Xilinx's field-programmable gate amay (FPGA). 50l
Furthermore, an Atmel 8-bit AVR RISC microcontroller %
(ATmegal6 L) is considered to inferface with the operator and g 20
provide the switching times for FPGA. Fig. 6 shows the gate 2 1}
driver board and implemented prototype. é’
The first experiment was to minimize the THD of the out- g or &g
put voltage wavefom defined as (10), using the SHE-PWM 50} -
4h 9"' 15 yyth 2?'“331h?9'h4§'h Y

0 i 20 30 4 50 6070
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- . . IX. CONCLUSION
Fig 7. Expermental esuts, = 3 and 1= 1. ) Expermental output An MSPSO algorithm with adaptive

phase valtage. (b) Conespondng FFT analyss adjustment of niche ra- dius has been proposed to
determine the optimum switching angles of
multilevel inverters. This algorithm has been suc-

method and £ = 3 for modulation index M = 1 EXgen'mm— cessfully applied to the SHE-PWM problem that

. involves large number of switching angles, where
tal output phase voltage waveform and the comesponding fast other conventional methods are not able to solve it.
Fourier transfom (FFT) analysis are shown in Fig. 7(z) and (b), Simulation and experimental results are provided
respectiv oy for an 11-level cascaded H-bridge inverter to val-

idate the accuracy of computational results. Results
Another experj_mgm was camed out for k= 3 and lower show that all undesired harmonics up to 50th order

. . ) - have been effectively minimized at the output
modulation index. Fig. § shows the results for M = 0.634. The voltage waveform of inverter. Compari- son of

output phase voltage and comesponding FFT analysis are shown results with active harmonic elimination technique
iﬂFig. 8(&) ad [b) respectively. shows that the THD and the switching frequency of

. . output voltage de- creased dramatically.
As seen from the FFT analysis for both experments, all har-

monics up to 30th order have been minimized, and the output REFERENCES _
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