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ABSTRACT 
Text categorization is the task of assigning predefined categories to natural language text. Previous researches 

usually assign a word with values that express whether this word appears in the document concerned or how 

frequently this word appears.  These features are not enough for fully capturing the information contained in a 

document. This project extends a preliminary research that advocates using distributional features of a word in 

text categorization. The distributional features encode a word’s distribution from some aspects. In detail, the 

compactness of the appearances of a word and the position of the first appearance of a word are used. The 

proposed distributional features are exploited by a tfidf style equation, and different features are combined using 

ensemble learning techniques. The distributional features are especially useful when documents are long and the 

writing style is casual. 

 

I. INTRODUCTION 
IN the last 10 years, content-based 

document management tasks have gained a 

prominent status in the information system field, due 

to the increased availability of documents in digital 

form and the ensuring need to access them in flexible 

ways. Among such tasks, Text Categorization assigns 

predefined categories to natural language text 

according to its content. Text categorization has 

attracted more and more attention from researchers 

due to its wide applicability, many classifiers widely 

used in the Machine Learning (ML) community have 
been applied, such as Naı¨ve Bayes, Decision Tree, 

Neural Network, k Nearest Neighbor (kNN), Support 

Vector Machine (SVM), and AdaBoost. Recently, 

some excellent results have been obtained by SVM  

and AdaBoost. While a wide range of classifiers have 

been used, virtually all of them were based on the 

same text representation, “bag of words,” where a 

Document is represented as a set of words appearing 

in this document. Values assigned to each word 

usually express whether the word appears in a 

document or how frequently this word appears. These 
values are indeed useful for text categorization. 

These values are not enough. Therefore, this paper 

attempts to design some distributional features to 

measure the characteristics of a word’s distribution in 

a document. Note that the word “feature” in 

“distributional features” indicates the value assigned 

to a word, which is somewhat different from its usual 

meaning, i.e., the element used to characterize a 

document. The first consideration is the compactness 

of the 

appearances of a word. Here, the compactness 
measures whether the appearances of a word 

concentrate in a specific part of a document or spread 

over the whole document. In the former situation, the 

word is considered as compact, while in the latter 

situation, the word is considered as less compact. 

This consideration is motivated by the following 

facts. A document usually contains several parts. If 

the appearances of a word are less compact, the word 

is more likely to appear in different parts and more 

likely to be related to the theme of the document.  

 

II. EXISTING SYSTEM 
A wide range of classifiers have been   used 

,where a document is represented as a set of words 

appearing in this document. Values assigned to each 

word usually express whether the word appears in a 

document or how frequently this word appears. These 

values are  useful for text categorization but these 

values are not enough for complete categorization so 

the distribution of a word is also important value. A 
syntactic phrase is extracted according to language 

grammars. In general, experiments showed that 

syntactic phrases were not able to improve the 

performance of standard “bag-of-word” indexing. A 

statistical phrase is composed of a sequence of words 

that occur contiguously in text in a statistically 

interesting way, which is usually called n-gram. 

Here, n is the number of words in the sequence. Short 

statistical phrase was more helpful than the long one. 
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In addition to phrases, other linguistic features such 

as POS-tag, word-senses, and the synonym and 

hypernym relations in WordNet were used 

unfortunately, the improvement of performance 

brought by these linguistic features was somewhat 

disappointing. 
 

III. PROPOSED SYSTEM 
In addition to frequency of appearance of 

word the proposed system has some distributional  

features they are: 

1. The compactness of the appearances of a 

word 

2. The position of the first appearance of  a 

word 

 

The compactness of the appearances of a word has 3 

implementations 

ComPactPartNum. The number of parts(index) a 

word appears can be used to measure the concept of 

compactness, a word is less compact if it appears in 

different parts of a document. 

ComPactFLDist. The distance between a word’s 

first and last appearance is used to measure the 

compactness. 

ComPactPosVar. The variance of the positions of all 

appearances is used to measure the compactness. 
 

Advantages of proposed system are: 

1) Distributional features can help improve the 

performance, while requiring only a little 

additional cost. 

2) Combining traditional term frequency with 

the distributional features results in 

improved performance. 

3) The benefit of the distributional features is 

closely related to the length of documents 

and the writing style of documents. 
 

IV. HOW TO EXTRACT 

DISTRIBUTIONAL FEATURES 
The two proposed distributional features are 

both based on the analysis of a word’s distribution; 

thus, modeling a word’s distribution becomes the 

prerequisite for extracting the required features. 
 

4.1 Modeling a Word’s Distribution 

The two proposed distributional features are 

both based on the analysis of a word’s distribution; 

thus, modeling a word’s distribution becomes the 

prerequisite for extracting the required features. The 

two proposed distributional features are both based 

on the analysis of a word’s distribution; thus, 

modeling a word’s distribution becomes the 

prerequisite for extracting the required features.There 

are three types of passages used in information 
retrieval., discussed the advantages and 

disadvantages of these three types of passages. The 

discourse passage is based on logic components of 

documents such as sentences and paragraphs. The 

discourse passage is intuitive, but it has two 

problems: the length of passages is inconsistent, and 

sometimes, no passage decoration is provided for 

documents. The semantic passage is partitioned 

according to contents. This type of passage is more 

accurate, since each passage corresponds to a topic or 
subtopic, but its performance is heavily influenced by 

the effect of the partition algorithm. The window 

passage is simply a sequence of words. The window 

passage is simple to implement, but it may break a 

sentence, and the length of window is hard to choose. 

Considering efficiency, the semantic passage is not 

used in the following experiments. The discourse 

passage and window passages with different sizes are 

explored, respectively. Now, an example is given. 

For a document d with 10 sentences, the distribution 

of the word “corn” is depicted in Fig. 1; then, the 

distributional array for “corn” is [2, 1, 0,0, 1, 0, 0, 3, 
0, 1]. 

 
Fig.1.The distribution of  “corn” 

 

4.2 Extracting Distributional Features 

Given a word’s distribution, this section 

concentrated on implementing the two intuitively 

proposed distributional features. For the position of 

the first appearance, this feature can be extracted 

directly from the proposed word distribution model. 

For the compactness of the appearances of a word, 

three implementations are shown.  
Suppose in a document d containing n 

sentences, the distributional array of the word t is 

array(t,d)=[c0,c1,…..cn-1]. Then the compactness of 

the appearances of the word t and the position of first  

appearance (FirstApp) of the word t are defined, 

respectively, as follows: 

 

FirstApp(t,d)=min ci > 0?i : n,                        (1) 

                      iε{0....n-1} 

                                      n-1 

ComPactPartNum(t,d)= ∑ ci> 0 ?1:0,             (2) 

                                       i=0 
LastApp(t,d)=max ci>0?i :  -1 ;                        (3) 

                       iε{0....n-1}   

                 

ComPactFLDist(t,d)=LastApp(t,d)-FirstApp(t,d) 

                  n-1 

count(t,d)=∑Ci, 

                  i=0 
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                      n-1 

centroid(t,d)=∑Ci * i, 

                        i=0 

                     ________ 

count(t,d)                                      (4) 

ComPactPosVar(t,d)= n-1 
                               ∑Ci*i|i-centroid(t,d)| 

                                    i=0 

                               _________________ 

                                   count(t,d) 

 
Fig.2. The process of extracting the term frequency 

and distributional features. 

 

V. CONCLUSION 
Previous researches on text categorization 

usually use the appearance or the frequency of 

appearance to characterize a word. These features are 

not enough for fully capturing the information 

contained in a document. The distributional features 

encode a word’s distribution from some aspects. In 

detail, the compactness of the appearances of a word 

and the position of the first appearance of a word are 

used. Three types of compactness-based features and 

the  position-of-the-first-appearance-based features 

are implemented to reflect different considerations. 

The distributional features are useful for text 

categorization, especially when they are combined 
with term frequency or combined together. The effect 

of the distributional features is obvious when the 

documents are long and when the writing style is 

informal. 
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