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Abstract 
An OFDM transceiver which will have 

the FFT/IFFT as an integral part will suffer 

latency due to the latter.  This paper reduces the 

latency for a OFDM transceiver involving a 512 

point FFT/IFFT function by using a modified 8 

point radix2 FFT/IFFT.  It performs Part-by-

Part-Evaluation-on-Arrival instead of evaluating 

FFT after the arrival of a full set of 512 input 

samples. This approach significantly reduces the 

latency in the OFDM transceiver and usage of a 

modified 8 point radix 2 FFT/IFFT as the basic 

unit to evaluate the large 512 point FFT/IFFT 

also reduces the computational requirements.  

The same has been implemented in a Spartan 3 

FPGA.  
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1. Introduction 
FFT and IFFT functions are the central and 

integral part of any OFDM system.  FFT and IFFT 

functions are used to multiplex low data rate signals 

over orthogonal carriers to mitigate ISI which is 

severe when the data rate is high in multipath 

propagation environ.  But the functions can be 

performed only after the arrival of all the inputs.  So 

the FFT and IFFT is modified to accommodate Part-
by-part-evaluation-on-arrival to reduce the initial 

waiting time.  The FFT or IFFT functions for a large 

value of N can become very complex if the PPEA 

approach is applied.  So the large FFT or IFFT is 

performed by involving smaller FFT or IFFTs.  

Among the smaller FFTs  4 point or 8 point FFTs or 

IFFTs are preferred, since they use very less number 

of or no twiddle factor multiplications.  It should be 

noted that the a 4 point FFT will involve only 

complex additions while 8 point FFT will involve 

only complex one multiplication.   

A N2 point FFT can be realized by 
decomposing it into a 2 dimensional structure of N 

point FFTs [1], shift and add multiplier can be used 

to avoid using a RAM or ROM, for example a 

64point FFT can be realised by decomposing it into 

a 2 dimensional structure of 8 point FFTs. Two 

cascaded parallel/pipelined radix 4 Butterfly Unit 

can form a R-16 butterfly processing element, this  

 

 

facilitates low complexity realization of radix 16 
butterfly operation and high operation speed.[2]   

FFT processor for OFDM systems can be made 

efficient by using Parallel Butterfly algorithm, for 

example  using a Dual Butterfly algorithm gives 

high throughput and requires relatively small 

areas[3].   FFT computations can be reconstructed 

into a scalable array structure based on an 8 point 

Butterfly Unit – the array structure can easily 

expand along both the horizontal and vertical 

dimensions for any point FFT computation [4].  

There are applications when a non power of two 

FFT would need to be performed, the corresponding 
algorithm is complex, a power of two algorithms 

can be used to perform it [5].   Normally zero valued 

inputs outnumber the non-zero valued input in the 

FFT block; there are pruning algorithms that are 

available, especially dynamically partial 

reconfigurable transform decompositions FFT 

which is architecturally efficient for FPGA 

implementation [6].   

A fixed point 16 bit word width 64 point 

FFT/IFFT processor, that is a OFDM based 

IEEE802.11a wireless LAN baseband processor 
realised by decomposing it into a 2 dimensional 

structure of 8 point FFT is realised using a shift and 

add multiplier without any RAM or ROM[7]. Hence 

from an 8 point FFT a higher input FFT can be 

easily developed. OFDM can also occur in 2 MIMO 

OFDM modes namely, space frequency block coded 

OFDM and space division multiplexed OFDM [8].  

A frequency hopping OFDM was developed 

allowing more flexibility, lower complexity, better 

acquisition and synchronization performance [9] 

where the FH was based on sampling rate 
conversion.  OFDM, FFT and symbol processing 

need high frequency clock rates hence needing high 

electrical power but minimizing electrical power is 

more critical that the number of implemented logic 

gates [10].  Demodulation of the OFDM signal can 

also be performed in the discrete time signalling 

domain before ADC after FFT operation, since it 

significantly reduces the required number of bits in 

the ADC while increasing receiver linearity [11] & 

[12]. Usage of low power register files and resource 

sharing techniques reduce the power consumed 

[13].A flexible adaptivity of internal bit vector 
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widths when a IFFT/FFT is performed was analysed 

[14].  

 

2. Symbol Combiner 
Conventionally, if FFT/IFFT needs to be 

performed on the incoming symbols they are 

received and are either shuffled or not shuffled 

depending on whether decimation is done in the 

time domain or frequency domain.  In this paper 

decimation in the time domain is preferred, hence 

incoming symbols are operated upon and 8 different 

real and imaginary outputs are generated & stored 

only to be retrieved after a given time delay to be 

added with the 8 real and imaginary outputs 

generated then.  The real and imaginary values 

which are accumulated at 8 different equi-spaced 

instants of time are normally stored and retrieved in 
& from a memory with negligible retrieval and re-

storage time.  The tables given below define how 

symbol combiner operates on a given input symbol.  

If the input to the symbol combiner of a FFT 

function at a given instant of time is given by xr+jxi, 

then the 8 outputs of the symbol combiner will be 

xr:(0), xi:(1), -xr:(2), -xi:(3), 0.707*(xr+xi):(4), 

0.707*(xr-xi):(5), -0.707(xr+xi):(6) and -0.707(xr-

xi):(7).  If the inputs are denoted as a, b, c, d, e, f, g 

and h and the outputs as A, B, C, D, E, F and H the 

below table describes how every input goes to the 
symbol combiner and produces values that are 

routed to the corresponding output, that is which 

output of the symbol combiner is assigned and 

accumulated location, both for real and imaginary. 

 

FFT Real Input 

O/P a b c d e f g h 

A 0 0 0 0 0 0 0 0 

B 0 4 1 7 2 6 3 5 

C 0 1 2 3 0 1 2 3 

D 0 7 3 4 2 5 1 6 

E 0 2 0 2 0 2 0 2 

F 0 6 1 5 2 4 3 7 

G 0 3 2 1 0 3 2 1 

H 0 5 3 6 2 7 1 4 

 

FFT Imaginary Input 

O/P a b c d e f g h 

A 1 1 1 1 1 1 1 1 

B 1 7 2 6 3 5 0 4 

C 1 2 3 0 1 2 3 0 

D 1 6 0 7 3 4 2 5 

E 1 3 1 3 1 3 1 3 

F 1 5 2 4 3 7 0 6 

G 1 0 3 2 1 0 3 2 

H 1 4 0 5 3 6 2 7 

 

Similarly the inputs for a IFFT function is given by 

A, B, C, D, E, F and H and the outputs by a, b, c, d, 

e, f, g and h.   

 

IFFT Real Input 

O/P A B C D E F G H 

a 0 0 0 0 0 0 0 0 

b 0 5 3 6 2 7 1 4 

c 0 3 2 1 0 3 2 1 

d 0 6 1 5 2 4 3 7 

e 0 2 0 2 0 2 0 2 

f 0 7 3 4 2 5 1 6 

g 0 1 2 3 0 1 2 3 

h 0 4 1 7 2 6 3 5 
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The relationship between the inputs of symbol 

combiner with the outputs are given by the tables 

above and below for the real and imaginary parts 

separately respectively. 

 

IFFT Imaginary Input 

O/P A B C D E F G H 

a 1 1 1 1 1 1 1 1 

b 1 4 0 5 3 6 2 7 

c 1 0 3 2 1 0 3 2 

d 1 5 2 4 3 7 0 6 

e 1 3 1 3 1 3 1 3 

f 1 6 0 7 3 4 2 5 

g 1 2 3 0 1 2 3 0 

h 1 7 2 6 3 5 0 4 

 

When the inputs of a FFT/IFFT function arrive with 
a time gap, the values generated by the symbol 

combiner will be stored, retrieved from a fast access 

memory and accumulated with the current set of 

symbol combiner outputs and restored. 

 

3. Part-by-part evaluation on arrival 

approach. 

The DFT operation which is given below is 

normally performed using FFT algorithm.  But one 

of the features of the algorithm is that the inputs or 

outputs are shuffled and hence for the function to 

start, all the inputs should have arrived hence there 

is latency involved.  In order to overcome this, the 

FFT and IFFT can be modified.  Radix-2 FFT can 

be modified to adapt to Part-by-Part Evaluation-on-

Arrival approach in order to overcome this latency.  

Using Radix -2 FFT for N=4 as the basic operation 

in the divide and conquer approach will alleviate the 
4 point operation from multiplication, whereas while 

using Radix-2 FFT for N=8 as the basic operation 

will cause the 8 point operation to perform one 

multiplication.  Then 4 point operations or 8 point 

operations can be used to perform a FFT for large 

value of N.  The reason and the motivation for 

changing the FFT algorithm is to accommodate 

evaluation of FFT on arrival, so the calculations 

need to take place quickly hence the need for 

reducing the multiplications.  That is why the FFT 

was modified to both reduce multiplication and 

evaluate FFT on arrival. 

Using a 4 point modified FFT as the basic FFT unit 

to perform a large N FFT has it advantage that it 

involves no multiplication.  But to realize a large 
valued FFT the number of stages will increase.  If 

the number of stages increases the number of on-

chip RAM accesses to fetch the twiddle factors 

increases.  To reduce the number of RAM accesses 

(though relatively fast as it is on-chip) 8 point 

modified FFT is chosen as the basic FFT function.  

One inherent disadvantage is that a multiplier should 

be part of the symbol combiner which is in turn a 

part of the PPEA unit. 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

The PPEA unit involves a RAM which stores 

outputs of the symbol combiner as the inputs arrive.  

The stored data is periodically retrieved to be added 

to the symbol combiner outputs and stored back.  

For a 512 point FFT the input stage that is the PPEA 

unit will endeavour to perform 8 point FFT between 

inputs that arrive at 0,64, 128,192, 256, 320, 384, 

448 instants of time.  Since this is evaluation on 

arrival every input is operated on and they are stored 

in the memory locations that correspond to the input 

numbered above. This is done in order to perform 
64 8 point FFTs.  As any one of the above inputs 

arrive, the data stored in the locations numbered as 

above will be retrieved to perform one more step in 

the 8 point FFT.  Since evaluation is done on arrival 

before one 8 point FFT is performed it will involve 

RAM read and write at least 7 times.  But this does 

not cause a delay since they are done as the input is 

arriving and symbols are being assigned.   

 

4. Divide and Conquer approach  
In order to realize a 512 point FFT, by 

„divide and conquer‟ approach, it can be factored as 

8x8x8. The input samples as they arrive undergo an 

8 point FFT.  The approach is similar to performing 

radix-8 but the difference lies in the fact that FFT or 

IFFT function is not started after the arrival of all 

the inputs but the function starts even as the first 

input arrives.  The input samples as they arrive 

PPEA Unit 
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undergo 8 point FFT operations, but the 8 points 

they correspond with will be 64 (512/8) input 

samples away, hence the symbol combining is 

performed and the results are stored temporarily to 

be retrieved and added to the symbol combiner 

outputs at the instants of arrival of consecutive 

inputs samples that are 64 samples away.   

0 1 2 … 511 

 

0 8 16 …. 504 

1 9 17 …. 505 

2 10 18 …. 506 

3 11 19 …. 507 

4 12 20 …. 508 

5 13 21 …. 509 

6 14 22 ….. 510 

7 15 23 …. 511 

 

0 64 128 … 448 

8 72 136 … 456 

16 80 144 … 464 

24 88 152 … 472 

32 96 160 … 480 

40 104 168 … 488 

48 112 176 … 496 

56 120 184 … 504 

 

1 65 129 … 449 

9 73 137 … 457 

17 81 145 … 465 

25 89 153 …. 473 

33 97 161 … 481 

41 105 169 … 489 

49 113 177 … 497 

57 121 185 … 505 

. 

. 

. 

 

7 71 135 … 455 

15 79 143 …. 463 

23 87 151 ….. 471 

31 95 159 ….. 479 

39 103 167 ….. 487 

47 111 175 ….. 495 

55 119 183 ….. 503 

63 127 191 ….. 511 

 

The above tables clearly show that a 512 point FFT 

is first divided to form eight 64 point FFTs.  Every 

64 point FFT can be further divided into eight 8 

point FFTs.  A eight point FFT will have to be 

performed row wise in a 8 x 8 matrix, followed by 

multiplication of every element in the matrix by 

WN
r1c1, where N=8 and r1=0 to 7 and c1=0 to 7.  

This is in turn followed by performing a column 

wise 8 point FFT.  This, though it appears like any 

„divide and conquer‟ approach is done with the help 

of the modified 8 point radix 2 FFT, hence can be 

performed as and when the final entries in the 8 

locations of interest  is made.  This in turn will 

reduce the latency in waiting for a stage to complete 

and a partial PPEA is being used.    

When this 3 step procedure of performing  

8 row wise 8 point FFTs, followed by multiplication 
by twiddle factors and 8 column wise 8 point FFTs 

is completed a 64 point FFT has been performed.  

When this 3 step procedure is repeated eight 64 

point FFT are performed.  The results of these FFTs 

are stored in a 64 x 8 matrix for further 

manipulation. Conversion of eight 64 point FFTs in 

a 512 point FFT can be done with a help of a 2 step 

procedure namely, multiplying every entry in the 8 x 

64 matrix is multiplied by a twiddle factor WN
r1c1, 

where N=64 and r1=0 to 7 and c1=0 to 63 and 

following it by eight column wise 8 point FFTs.  In 

the 3 step procedure to evaluate the 64 point FFTs 
and 2 step procedure to convert eight 64 point FFTs 

into 512 point FFT wherever 8 point FFTs are 

performed it is done with the help of the PPEA unit.   

 

5. Conclusion 
The 512 point FFT/IFFT using the PPEA 

unit was realized in a Xilinx Spartan 3 FPGA. The 

usage of the smaller-sized eight-point FFTs for 

calculating the large 512-point FFT reduced the 
complexity of the FFT/IFFT function.  The usage of 

the Part-by-Part-Evaluation-on-Arrival approach 

reduced the difference between time of arrival of the 

last of the input samples and the time at which the 

first output is calculated.  This reduces the latency in 

the calculation of FFT/IFFT.  This reduction in 

computational complexity and latency is evidenced 

in the device utilization details and the timing 

summary observed during synthesis based on the 

Spartan 3 target device chosen.    
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