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ABSTRACT 
This paper presents a grid resource allocation 

strategy based on load forecast for optimizing user’s 

execution time in a proportional resource sharing 

environment. The problem of multiple users 

competing for computational resource is formulated 

as a multi-player game. The goal of each grid user is 

to complete its tasks as quickly as possible within the 

budget constraint. Through finding the Nash 

equilibrium solution, a profile of user optimal bid is 

produced to allocate resource. In particular, a load 

forecasting method for grid resource price is 

proposed using sequential game. The experimental 

results show that the proposed allocation based on 

load forecast using sequential game outperforms the 

allocations using other three forecasting methods in 

terms of resource processing time. 

 

Keywords - About five key words in alphabetical 

order, separated by comma 

I. INTRODUCTION 
Grid computing emerged as an important new field, it 

complement rather than compete with existing 

distributed computing technologies, because of their 

focus on dynamic, cross-organizational sharing. Grid 

technology distinguished from conventional distributed 

computing by its focus on large-scale resource sharing, 

innovative applications, and, in some cases, high-

performance orientation [1].  

Resource allocation and management [2] in grid 

environments is a complex undertaking. This paper is 

concerned with optimal allocation of computational 

resources (CPU time) in grid computing. Many 

researches [3~8] have explored economic theory in 

managing grid resource, since grid is a heterogeneous 

and distributed environment. The economic model of 

proportional resource sharing is a good way of 

managing large-scale sharing resource in an 

organization. In this model, the percentage of resource 

share allocated to the user application is proportional to 

the bid value in comparison to other  

 

 

 

users’ bids. Several research systems have explored the 

use of proportional resource sharing model from trading 

resources to managing resources [9~12]. This paper is 

focus on resource allocation optimization in the 

proportional sharing economic model.  

In addition, the models in Game Theory [13], [14] are 

very suitable for solving the problem of competitive 

activities. Sequential game is a very important concept 

in dynamic game. This paper formulates the problem of 

resource allocation optimization with multiple users 

competing for computational resources as a multi-

player game of perfect information. In order to obtain 

the reasonable resource price, the sequential game is 

used to calculate the current resource load.  

Nowadays, the typical systems that have explored the 

use of different game models for managing resources 

contain: GameMosix [15] is a game-theoretic 

middleware. Selfish behaviors are modeled by 

“friendship relationships” in that computers will help 

each other only when they have established friendship 

relationships before. P. Ghosh [16] devised a 

framework for unifying network efficiency, fairness, 

utility maximization and pricing using Nash Bargaining 

Solution (NBS). D. Grosu [17] designed a load 

balancing system based on the Vickrey-Clarke-Groves 

(VCG) mechanism in which each computer optimizes 

its “profits” by considering the payment and cost 

involved in handling a job. Y. K. Kwok [18] presented 

a hierarchical game theoretic model of the grid by 

taking machine selfishness into account. J. Bredin [19] 

proposed a game-theoretic formulation of multi-agent 

resource allocation that minimizes an agent’s execution 

time with a fixed budget constraint. Based on the work 

of J. Bredin, similar policy that minimizes an agent’s 

execution cost with a fixed deadline constraint is 

presented by R. T. Maheswaran [20]. But both J. Bredin 

and R. T. Maheswaran consider only evaluated resource 

load as parameter, not real resource load. Hence, they 

cannot obtain reasonable resource price. This can in 

turn lead to less efficient resource allocation. 

How to forecast the future resource load? A simple and 

efficient way is “sequential game”. This paper presents 

a resource allocation strategy for time optimization 
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using sequential game. This strategy makes grid users 

play second game using the real resource load from first 

game to form the final resource price and the optimal 

bid of each user. 

II. GRID RESOURCE ALLOCATION MODEL 
The system model follows that presented in [19]. There 

are N grid users competing for a computing resource 

with fixed finite capacity. These grid users are given a 

job of completing a sequence of tasks of different types 

by purchasing resource from grid resource. The 

resource is allocated using the proportional resource 

sharing mechanism, where the partitions depend on the 

relative bids sent by the grid users. Because the 

resource availability time is set to zero, the completion 

time for a task is equal to ETC (expected time to 

compute) of the task. One criterion used to optimize 

performance is the sum of ETC of all tasks in a job. The 

sum of ETC,  

K

i iETC
1

, is the job execution time. It is 

assumed that there are K types of resources and that 

each grid user only needs to complete a task of a 

particular type at most once. The grid user’s job is a 

sequence K

k

i

kq 1}{ 
, where i

kq  is the size of the kth type 

of task for the ith grid user. Let c i
k  be the capacity of 

the grid resource chosen by the ith grid user to complete 

its task of type k. The ith grid user receives resource 

proportional to its bid relative to the sum of all bids,  
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where i

kb  is the amount per second that the ith grid user 

bids for resource, the grid resource receives bids 

totaling 
kB  from the set of grid user,

kA , and 
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. The grid users are assumed to have 

perfect knowledge (i.e. i

kB  is known) about the states 

of prices of various resources. Since i

kb  is independent 

from i

kB , ( i

kB + i

kb ) is substituted for 
kB . Then, the 

time taken by the ith grid user to complete its task of 

type k is  
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and the expense to the grid user is 
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III. OPTIMAL PROBLEM FOR RESOURCE 

ALLOCATION 
In this section, the i superscript is dropped in all 

variables except i

kB . The time optimization problem 

of grid user is to complete its job as quickly as possible 

with a finite budget, 
iE . The optimization problem can 

be described below:  
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Problem (4) can be solved using Lagrange 

methods, and the Lagrange is  
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Substituting for 
kt  and 

ke into equation (5) and taking 

partial derivatives with respect to 
kb , there is  
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Note that 0i

kB  implies  >0 for all jobs. Thus there 

exists the following relationship between any two bids, 

j and k:  

i
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Incorporating the constraint, there is 
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Substituting for K

kkb 2}{ 
in terms of 

1b  using the 

relationship in equation (6), there is  
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Introducing the following variables, 

i

k

k
i

k

i

k
i

i B
c

q
E 




1

1 ,  
i

i
i

c

q

1

1
1  ,  i

k

k
i

k

i

ki B
c

q 




1

1  



Li Zhi-jie, Wang Cun-rui / International Journal of Engineering Research and Applications 

IJERA)      ISSN: 2248-9622   www.ijera.com 

Vol. 2, Issue 3, May-Jun 2012, pp.1353-1358 

1355 | P a g e  

 

Solving Equation (9) for
ib1
, there is        
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Equation (10) can be expressed as:  
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where ),0(
1

1
1 i
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B
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
  and 01 

ib otherwise. The
ib1
 

expressed in Equation (11) is the optimal bid for the 

first task or current task of the ith grid user given the 

demand of the resources for the tasks in its job. 

IV. FIGURES AND TABLES LOAD FORECAST 

BASED ALLOCATION OPTIMIZATION 
This section describes how the sequential game can be 

used to forecast the future resource load. The game 

result is a Nash equilibrium. Intuitively, Nash 

equilibrium is a kind of “stalemate” in which no one is 

interested in changing, given no change of others. It 

distinguishes from general equilibrium theory by its 

focus on equilibrium analysis between not only 

consumer and supplier, but also consumer and 

consumer. Obviously, Nash equilibrium matches well 

with real-life. 

Inherent in the settings what to be considered is the 

competition among grid users attempting to gain access 

to limited computational resources. With the bid-based 

proportional resource sharing mechanism, the 

performance of each grid user is affected by the actions 

of all other grid users. The autonomy of grid users 

creates an environment where each grid user is acting to 

better its own utility. In this context, utility ui is defined 

as the reciprocal of job execution time. The attempt to 

find an operating point calls for Nash equilibrium. A 

Nash equilibrium solution is a set of bids where no grid 

user can gain advantage by unilaterally changing its 

bid, i.e.  

ni
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A sequential game consists of many stage games. This 

paper focuses on the sequential game with two stage 

games. The second game takes the result of the first 

game as condition, so an equilibrium different from the 

first game is produced. Let G be a stage game, G(1) be 

first game, G(n) be nth game, )1(GB be the resource 

price produced by first game, )(nGB  be the resource 

price produced by second game.  

First the evaluated resource price load B is used in time 

optimization allocation for the first game, solve the 

equation:  
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Then, substitute the real resource price load 
)1(GB obtained from the first game for the B in equation 

(12), solve equation:  
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From equation (13), we get the second resource price 
)2(GB of second game based on the real current 

resource load. Repeat this process, we will get the (n-

1)th resource price )1( nGB . Using equation (14), the 

final user bid can be calculated. At the resource, we 

would like to generate a set of bids that form a Nash 

equilibrium with respect to the strategies of the N grid 

users:  
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V. ALLOCATION ALGORITHM OF LOAD 

FORECAST-BASED ALLOCATION 
(1)Grid resources register themselves with Grid 

Information Service (GIS). This resource registration 

process is similar to GRIS (Grid Resource Information 

Server) registering with GIIS (Grid Index Information 

Server) in Globus system. 

(2)Grid user query GIS for resource discovery. The GIS 

returns a list of registered resources and their contact 

details. Grid user sends events to grid resource with 

request for resource configuration and properties. These 

grid resources respond with dynamic information such 

as resources capability, zone, availability, load, and 

other configuration parameters.  

(3)Grid users submit bidding functions containing three 

coefficients ),,(  according to the dynamic 
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information of the desired grid resource. Grid resource 

form the current resource price by using a bisection 

search to find the bidding point  


K

i

i BbB
1

)( and send 

back it to grid users. 

(4)Grid users submit bidding functions again according 

to the resource current load )(iGB . Grid resource forms 

the resource price )1( iGB  and sends back a feedback 

pair )/,( )1()1(  iG

i

iG BbB  to grid user,  

(5) If convergent condition is satisfied, then the 

algorithm ends and output the final resource 

price )1( iGB  , which denotes the congestion for that 

current time slot and the resource rate received. 

Otherwise, go to step (4). 

VI. EXPERIMENTS AND RESULTS 
The main aim of the experiment is to demonstrate the 

effectiveness of load forecast-based allocation strategy 

whose performance needs to be evaluated under 

different scenarios such as varying the number of users 

with different requirements. It is hard to perform 

performance evaluation involving multiple users in a 

repeatable and controllable manner for different 

scenarios due to dynamic nature of grid environment. 

Therefore, this work simulates a grid environment 

based on a Java-based discrete-event grid simulation 

toolkit called GridSim. The toolkit provides facilities 

for modeling and simulating grid resources and grid 

users with different capabilities and configuration. To 

simulate application scheduling in GridSim 

environment requires the modeling and creation of 

GridSim resources and applications that model tasks. 

Resource modeling: first, CPUs (also called Processing 

Elements (PEs)) are created with different MIPS 

(Million Instructions Per Second) rating as SPEC-like 

ratings. Then, one or more PE are put together to create 

a machine (a single CPU node). Similarly, one or more 

machines are put together to create a grid resource. 

Thus, the resulting grid resource can be a single 

processor, shared memory multiprocessors (SMP), or a 

distributed memory cluster of computers. Grid 

resources are modeled and simulated as many as 5 with 

different characteristics such as number of PE, speed of 

processing, time zone, etc. These grid resources are 

managed by proportional sharing mechanism. The 

resources capability (i.e. total PE MIPS rating) is 

defined as a MIPS rating multiple number of PE. It 

varied with normal distribution from 0.5 to 1.5. For 

every grid resource, local workload is estimated based 

on typically observed load conditions, but all resources 

are initially no loads. The network communication 

speed between user and resource are defined in terms of 

data transfer bandwidth rate 100Mbps. However, to 

simplify the experiment setups, all resources and users 

have the same set of network properties.  

User modeling: a task is a tiny grid application that 

contains all information related to task execution 

management details such as tasks processing 

requirements, expressed in MIPS, disk I/O operations, 

the size of input files that help in computing execution 

time of remote resource and the size of output files. 

Grid users are modeled as many as 20 that are 

competing for resource. Each user consists of 4 tasks 

with variation of  1. Each task is heterogeneous in 

terms of task length and input files size. Task length is 

expressed in such a way that they are expected to take 

at least 20,000 MI (Million Instructions) with a random 

variation of 0 to 10% on the positive side. This 0 to 

10% random variation in task length is introduced to 

model heterogeneous in different tasks. 

To evaluate the performance of the proposed load 

forecast based resource allocation, we compare the load 

forecast using sequential game with other three 

common forecasting methods, such as one-step-ahead 

(OSA), interval mean (IM) and history mean (HM), in 

terms of resource processing time. The varying curves 

of resource processing time using four methods are 

given from Figure 1 to Figure 4.  

26

30

34

38

42

46

50

54

58

0 12 24 36 48 60 72 84 96 108 120

Starting time (s)

P
r
o
c
e
s
s
i
n
g
 
t
i
m
e
 
(
s
)

OSA IM HM SG

Fig. 1 Resource processing time comparison of four 

load prediction methods on the resource with low-mean 

and low-variance load 
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Fig. 2 Resource processing time comparison of four 

load prediction methods on the resource with low-mean 

and high-variance load 
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Fig. 3 Resource processing time comparison of four 

load prediction methods on the resource with high-

mean and low-variance load 
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Fig. 4 Resource processing time comparison of four 

load prediction methods on the resource with high-

mean and high-variance load 

Under four kinds of load background, the resource 

processing time using four methods have great 

difference. For low-mean load, the resource processing 

time is relatively short; for high-mean load, the 

resource processing time is longer; for low-variance 

load, the resource processing time changes little; for 

high-variance load, the resource processing time 

changes great. The result of load forecast using 

sequential game is best. This is because that after 

continuous game, every user has much information 

about others, which is helpful to forecast resource load. 

OSA method is not very stable due to its forecast 

mainly aims at short-term changing, not long-term 

changing. IM belongs to the method of forecast using 

mean value; hence its effect is not good for paroxysmal 

load changing. HM method produces the worst result. It 

is because that this method contains larger time scale, 

therefore will be fit for long-term load forecasting. 

From above performance comparisons, we can get an 

important conclusion: the proposed allocation based on 

load forecast using sequential game outperforms the 

allocations using other three forecasting methods in 

terms of resource processing time. 

VII. CONCLUSION 
In grid environment, resource load prediction is a 

crucial and difficult problem affecting resource 

allocation optimization due to heterogeneity and 

dynamic nature. In response to this issue, this paper 

proposes a resource allocation strategy that uses 

sequential game method to predict resource load for 

time optimization in a proportional resource sharing 

environment. The problem of multiple users bidding to 

compete for a common computational resource is 

formulated as a multi-player dynamic game. The goal 

of each grid user is to complete its tasks as quickly as 

possible within the budget constraint. Through finding 

the Nash equilibrium solution of the multi-player 

dynamic game, a set of user optimal bids is produced to 

partition resource capacity according to proportional 

sharing mechanism. The experimental results show that 

the proposed allocation based on load forecast using 

sequential game outperforms the allocations using other 

three forecasting methods in terms of resource 

processing time. Hence, the load forecast based 

allocation as described in this work maybe a good 

choice to achieve resource allocation optimization in 

grid environment. 
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