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Abstract: The paper presents the application of 

Least Squares moment matching method about a 

general point „a‟ for the reduction of high order 

Interval systems. A heuristic criteria have been 

employed for selecting the linear shift point „a‟ 

based upon the harmonic mean of real parts of 

the poles of four high order fixed systems 

obtained by Kharitonov‟s Theorem. The 

denominator polynomials are obtained by least 

square method and the numerator are obtained 

using the moment matching .A numerical 

example illustrates the proposed procedure. 
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1.  Introduction 
Shoji et al [1] proposed an idea of using least 

squares moment matching techniques for fixed 

linear time invariant .This method was refined by 

Lucas and Beat [1] and was extended to include 

the use of Markov parameters [1] .If the system 

transfer function contains a pole of magnitude 

less than one, then numerical problems can arise 

owing to a rapid increase in the magnitude of 

successive time moments .This gives an ill 

conditioned set of linear equations to solve for 

the reduced denominator .To overcome this 

problem ,it is sometimes possible to use a linear 

shift s (s+a)   

such  that the pole of smallest magnitude has the 

modulus of approximately one, this tends to 

reduce the sensitivity of the method . However, 

the focus of the work so far appears to 

concentrate mainly on the basic idea of 

extending this technique for order reduction of 

fixed parameter systems. In this paper this 

method is extend for order reduction of high 

order Interval systems. 

 

 2.  Main procedure      
Let the transfer function of a high order interval 

systems be represented  

 

 

 

 
 

Where [ai
-
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+
] for i = 0 to n-1 and 

[bi
- 
, bi

+
] for i = 0 to n are the interval parameters. 

Consider now the set δ(s) of real polynomials of 

degree „n‟ of the form 

  
Where the coefficients lie within given ranges  

 

Write    

 using the Kharitonov‟s theorem the following 

four extreme polynomials  are derived 

 

 

 

 
From the above equations the numerator and the 

denominator polynomials are obtained. 

 

Thus the four nth order system transfer functions 

are obtained each defined as  

 

 
 

                                           ……….. (3)       

 Where   p = 1, 2, 3, 4.   and 

             n = order of the original system.  

Replace the Gp(s) by Gp(s+a) where the value of 

„a‟ obtained by harmonic mean.  

Let the nth order system transfer function of 

Gp(s) is given by: 
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Where, iP  and iZ  are the poles and zeros of the 

system, respectively. For this system, „a‟ is given 

by the  

 Harmonic mean (H.M) of iP , as: 
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The above equation gives value for the linear 

shift point „a‟. If Gp(s+a) is expanded about s=0, 

then the time moment proportionals, ic  are 

obtained by:  
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Similarly, if Gp(s+a) is expanded about s= , 

then the Markov parameters jm  are obtained 

by: 
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The four reduced 
thr  order models obtained as    

 

 
                                           ……… (6)     

  Which retains „t‟ Time moments and „m‟ 

Markov parameters, the coefficients pkpk de , in 

(6) are derived from following set of equations   

         …. (7)        

 
                                                          ..(8) 

  Where the jc and km   are the Time moment 

proportional and Markov parameters of the 

system, such that j=(0,1,…..t-1) and 

k=(1,2,…..m) respectively. The denominator 

coefficients of the reduced model are obtained by 

substituting (8) in (7) and are given by the 

solution set.                

 
The k

th
 order reduced interval model Rk(s) is 

constructed using )s(R),......s(R 41  such that: 

 
                                              … (3.100b) 
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or, the above equation can be represented as H e 

= m in matrix vector form and  „e‟ can be 

calculated from, 

  mHHHe TT 1
                   ..    (10)        

  are the coefficients of the   reduced model 

denominator. If this estimate still does not yield 

a stable reduced denominator then H and m in 

(10) are extended by another row, which 

corresponds to using the next markov parameter 

from the full system in least squares match. Once 

the reduced denominator obtained, formed by 

„e‟, apply the inverse shift s(s-a) to this 

reduced denominator. Later calculate the reduced 

numerator as before by matching proper number 

of time moments of Gp(s+a) to that of reduced 

model.  
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3.  Illustrative Example       
Example: Consider the 6

th
 order interval system 

given by its transfer function:  

 
 

The four transfer functions obtained using the 

Kharitonov‟s theorem  

 

 

 
 

 
 

 
 

 
 

The reduced models obtained using four time 

moments  

 

 
Thus the transfer function of the reduced interval 

model obtained as  

 
The step responses of the reduced model are 

compared with the original interval system for 

lower bound and upper bound in Fig.1 and 

Fig.2.respectively. 

 

 
 

                           Fig: 1 

 
                        

                           Fig: 2 

Conclusions: 
A new method is suggested for the order 

reduction of high order Interval system based on 

Least Square moment matching method. The 

proposed criterion leads to good and stable 

reduced models for linear time invariant interval 

systems. 

References: 
[1] T.N. Lucas and A.R.Munro,  

“Model reduction by generalized least 

squares method”, Electron.Lett., 1991, vol 

27, No. 15, pp1383-1384 

 

[2]  Bandyopadhyay,B., Ismail, O.,Gorez, R., 

“Routh Pade Approximation for Interval 

systems”,IEEE Transactions on Automatic 

Control.,vol 39, no12,pp2454-2456, Dec 

1994. 

 

[3]  Bandyopadhyay,B., Ismail, O., Avinash 

Upadhye., “ γ – δ  Routh Aproximation for 

Interval Systems”, IEEE Transactions on 

Automatic Control.,vol 42, no08,Aug 1997. 

 



K.Kiran Kumar, Dr.G.V.K.R.Sastry / International Journal of Engineering Research and 

Applications (IJERA)      ISSN: 2248-9622   www.ijera.com 

Vol. 2, Issue 2,Mar-Apr 2012, pp.156-160 

160 | P a g e  

 

[4] Sastry G.V.K.R. et.al., “Large Scale interval 

system modeling using Routh      

approximants”, Electronics letters(IEE,U.K.)  

vol.36, No.8, pp.768-769, April, 2000. 

 

[5] Sastry G.V.K.R. et.al., “ A new method for 

modeling of Large scale interval systems”, 

I.E.T.E Journal of Research, Vol.40, 

No.6,pp.423-430,Nov 2003. 

 

[6] Sastry G.V.K.R, Mallikharjuna Rao.P., Surya 

Kalyan.G., “A New Approach for order 

reduction of interval systems using pole 

clustering technique”, International journal 

of Engg. Research and Industrial 

Applications, Vol 1, No.VII, 2008. 

 

[7] Sastry G.V.K.R, Mallikharjuna Rao.P., Surya 

Kalyan.G., “ A Novel model reduction 

method for linear discrete interval systems 

using root clustering technique”, 

International journal of Engg. Research and 

Industrial Applications, Vol 2, No.X, 2009. 

 

  [8]  Sastry G.V.K.R, Mallikharjuna Rao.P., 

Surya Kalyan.G., “Order reduction of 

discrete time SISO interval systems using 

pole clustering technique”, accepted for 

publication in International J. of Engg. 

Research and Industrial Applications., vol.4, 

2011. 


