
International Journal of Engineering Research and Applications (IJERA) ISSN: 2248-9622 
National Conference on Emerging Trends in Engineering & Technology (VNCET-30 Mar’12) 
 

 

Predicting Shrutis in Harmonium using Temporal Mining 
 

Mr. Yogesh P. Pingle 
Department of Information Technology, Mumbai University  

Vidyavardhini’s College of Engineering and Technology, Vasai (W), Thane  
yogesh.pingle@vcet.edu.in  

ABSTRACT  
Although being invented in Paris by Alexander Debian in 
1840, the Harmonium has become an inseparable part of 

our Hindustani Classical Music. When a Singer sings in the 
company of the Harmonium that is the Shruti Harmonium, 

it not only fills colors in his performance but also wins the 

hearts of the Listeners. Thus our main objective over here 
is to replace the Harmonium Player with the software.  
This Paper focuses on the objective to develop a software 

that will not only accompany the singer with the normal 

notes but also will predict the singer’s next note. The need 

to develop this software is because the current software’s 

available only passively repeat the notes, lacking 

intelligence which will be taken care in our proposed 

software. As we know there are various Shruti’s defined in 

our Hindustani Classical Music. These Shruti’s will be fed 

into the database before hand which will contain the name 

of the raga , timing of the raga according to the kaal chakra 

, frequency of each raga and other details. So when the 

singer will sing, the software will listen to the singer for a 

definite period of time, it will map it to the database, 

identify the Shruti and predict the next note of the singer 

accordingly. Not only this but the software will keep 

playing the notes even if the singer takes a break for 

continuity and binding the audience to the performance.  
Though the currently available Software’s can play a 
variety of Musical instruments but The Harmonium is an 
exception. We wish to develop this software by using the 22  
Shruti’s and their corresponding frequencies which have 
been researched by Dr. Vidyadhar Oke. We will be using 
the Sound Card Hardware for mapping the singer’s voice 
to the 22 Shruti database. The Temporal Mining algorithms 
are used to develop the proposed software.  
Algorithm used for implementing the proposed software 

are as follows: Algorithm for Mining Maximum Length-

Repeating Patterns (MLRP) in the Music database, which is 

used for extraction of MLRP’s occurring in the music 

according to the data stored in the database. The next 

algorithm that we will use is mining transposed motifs 

(music pattern) algorithm that is used to evaluate the 

frequently occurring patterns; it is based upon the 

Sequence pattern mining algorithm. The Sequence pattern 

mining algorithm discovers all the frequent sub- sequences 

among a large database of sequences D or in a unique large 

sequence. The next algorithm we will be using is the 

algorithm for speech recognition and language processing. 
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I.  INTRODUCTION  
A majority of us enjoy music. It may be through listening 
songs, singing or humming tunes, or simply by playing some 
musical instrument. Any means gives equal enjoyment and 

happiness. However, singing and playing an instrument are 
serious acts. One needs to be thoroughly proficient with it to 
enjoy himself as also to entertain, impress and enthrall others. 
Thus, a professional is expected to practice regularly, to polish 
and sharpen his skills and also to improve himself. A singers 

practice is however incomplete without the support of a 
musical instrument. Thus, practicing in the company of a 
harmonium or a tabla or a sitar is considered the right way of 
practicing. In this fast moving world of today, an accomplice is 

not always available for all riyaz sittings of a singer. Singers 
have to do away on their own on many occasions. Thus, we felt 
the need of bailing out such singing artists with our unique 
discovery.  
Our instrument assists a singer in his practicing sessions and 
fills in the place of a personal harmonium player who may not 
be available at that point of time. The instrument is an  
‘ELECTRONIC HARMONIUM PLAYER’ which records the 
singer’s frequency of singing, his range, his style, his breaks, 
and other complimentary factors of his singing and simply 
strikes the right harmonium cords. The specialty of the 
instrument is its real-time acting prowess. The harmonium 
notes are delivered in synchronization with the singers vocals. 
The breathers are also taken into consideration and filled in 
effectively if expected. Using the player a singer can have 
practice sessions as per his convenience as per his timings and 
that too without the availability of a live harmonium player to 
support and assist him. 
 
II. WORKING   
The ‘ELECTRONIC HARMONIUM PLAYER’ works 
magically. The player consists of a mike or a micro phone 
attached to it as an input machine. The singer is expected to 
sing into this micro phone. Along with transporting the singer’s 
voice clearly to the audience, the microphone will also send in 
the frequency of the singer’s voice, his sung notes and his 
throw of voice towards our next unit.  
The next unit is that of a hardware sound card. The sound card 
will take in the frequencies of each and every note of the 
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singer. The sound card will have various port numbers. From 
the sound card the frequencies will be transferred to a program 

which will read the frequencies. After reading and taking in the 

frequencies, the singers frequencies read through the sound 
card ports will be mapped with the harmonium frequencies. For 

this the already existing information about the ‘Hindustani 

ragas’, the ’ 22 Shruti’s’, the ‘harmonium note frequencies’ 
will be taken into consideration. These will already be present 

in the computer, in the form of noted, updated and well 
maintained tables. Thus, the program, using this information 

will map the singer’s frequency with the harmonium frequency 

and pass it to the next hardware. Using this hardware, the actual 
harmonium notes shall be played and those will be real time 

and in synch with the singer’s notes. The singers tendency of 

taking ‘tans’ and ‘murkhis’ will also be well supported by this 
entire process. At the step where the sound card comes into 

picture, a separate program is also included which stores the 
singer’s frequencies in a separate table and in turn in the 

database. This stored matter can be later used to play 

harmonium notes in the backdrop again when the singer takes a 
break and is not singing. Such is the importance of the 

electronic ghost players. 
 
III.  BLOCK DIAGRAM OF PROPOSED SYSTEM 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Proposed System 
 
DATABASE  
We will be storing the data in the database in the form of 
tables. These are split up into 2 categories: 
1) Permanent Tables   
2) Temporary Tables  

 
The Permanent tables will be storing the 22 Shruti’s, Raga’s 
along with their characteristics in separate tables for reference. 
While the temporary tables will again be divided into two: 
Temporary Header and Temporary details which will be storing 
the singers session for a definite period of time and also will be 
used for predicting the singer’s notes when he/she takes a 
break. 
 
1) Permanent Tables:  
Table storing the exact frequencies of the 22 Shruti’s in 12 
scales:  

Table 1 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Format of table storing the Shruti’s information: 
 

Table 2 
 

Shruti_id  Shruti_name  Frequency Distance 
    (Hz)    

Format of table storing the Raga’s information:   
  Table 3    
      

Raga_id Raga_name Aaroh Avroh  Pakad 
        

 
 
 
Format of table storing the Singer’s information:  

Table 4 
 

Singer_id Singer Name Frequency 
  notation 

 
2) Temporary Tables: 
 
Format of table storing the Temporary Header’s information:  

Table5 
 

Temp_id   Start_time   End_time   Shruti_id   Raga_id 

 
Format of table storing the Temporary Detail’s information:  

Table 6 
 

N1 N2 
 

 IV. ALGORITHM 

CLUSTERING PROBLEM 

 Temp_id  Shruti_id 

 

Time_details 
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Clustering[4] is a formal study of algorithms and methods for 
classifying objects without category labels. A cluster is a set of objects 
that are alike, and objects from different clusters are not like. The set 
of n objects X={X1, X2…., Xn} is to be clustered. Each X ∈ Rp is an 
attribute vector consisting of p real measurements describing the 
object. The objects are to be clustered into non overlapping groups C = 
{C1, C2… Ck} (C is known as a clustering), where k is the  
number of clusters, C1UC2U….UCk = X, ≠φ i C and ∩ =φ i j 
C C for i ≠ j. The objects within each group should be more 
similar to each other than to objects in any other group, and the 
value  
of k may be unknown. If k is known, the problem is referred to 
as the k-clustering problem. Many methods described in the 
literature assume that k is given by the user , these methods 
search for k clusters according to a predefined criterion. Doing 
so, the number of ways of sorting N objects into k clusters is 
given by Liu [5]: Thus, there are a large number of possible 
partitions even  
for moderate N and k (e.g. NW (25, 5) ≈ 2.5×1015), and the 
complete enumeration of every possible partition is simply not 
possible [10]. In other words, it is not easy to find the best 
partitioning even assuming that k is known. Indeed, this is 
rarely the case in practice. A usual approach is to run a 
clustering algorithm several times and, based on the obtained 
results; choose the value for k that provides the most natural 
clustering. This strategy assumes domain knowledge and 
usually has the disadvantage of searching for the best solution 
in a small subset of the search space. Consequently, these 
methods have, in general, low probabilities of success.  
Another alternative involves optimizing k according to numeric 
criteria. In this case, k is unknown and the number of ways of 
grouping N instances into k clusters, considering S different 
scenarios (each one resulting from a different k),is [5]:Σs 
NW(N, k) (2) The problem of finding an optimal solution to the 
partition of N data into k clusters is NP-complete and, provided 
that the number of distinct partitions of N instances into k 
clusters increases approximately as kN/k!, attempting to find a 
globally optimum solution is usually not computationally 
feasible. This difficulty has stimulated the search for efficient 
approximation algorithms. Furthermore  
traditional clustering algorithms search a relatively small subset 
of the solution space (these subsets are defined by the number 
of clusters, the clustering criteria, and the clustering method). 

Consequently the probability of success of these methods is 
small. Algorithms such as single-linkage are deterministic and 
will repeatedly and the same solution for a given data set, 
whereas algorithms such as k-means conduct a local search 

starting from an initial partition. In each case, the solution may 
be a local optimum, which is not necessarily the global 
solution. This is exacerbated when the solution space is very 
large. Clearly, we need an algorithm with the potential to 

search large solution spaces effectively. The genetic algorithms 
have been widely employed for optimization problems in 

 
several domains. Their success lies in their ability to span a 
large subset of the search space.  
GENETIC CLUSTERING ALGORITHM  
We proposed a Genetic algorithm to the problem of k 
clustering, where the required number of clusters is known. 
Various adaptations are used to enable the GA to cluster and  
to enhance their performance. Further the Genetic Clustering 

Algorithms are tested on databases, which are benchmarks for 

data mining applications or heuristics are added to enable the 

GAs to cope with a larger number of objects. Genetic algorithm 

for the clustering problem fall into the following areas 

representation, fitness function, operators and parameter values. 
 
A. Representation  
Genetic representations for clustering or grouping problems are 

based on underlying scheme. The scheme represents the objects 

with gene values, and the position of these genes signifies how 

the objects are divided amongst the clusters. The use of simple 

encoding scheme causes problems of redundant codification 

and context insensitivity. This has led researchers to devise 

complicated representations and specialized operators for 

clustering problems. The cluster label based on n bit encoding 

is simple compared to parameterization of prototype location. 

In such a representation many genotype translate to a unique 

phenotype. The notion of cluster labels built into the 

representation makes little intuitive sense. Such representations 

have spawned off a set of pre treatment methodologies to make 

the representations suitable for genetic operators. Let us 

consider a dataset formed by N instances. Then, a genotype is 

an integer vector of (N+1) positions. Each position corresponds 

to an instance, i.e., the ‘I’th position (gene) represents the i-th 

instance, whereas the last gene represents the number of 

clusters (k). Thus, each gene has a value over the alphabet 

{1,2,3,y,k}. For instance, in a dataset composed of 20 

instances, a possible genotype is: Genotype: 

1123245125432533424 5 In this case, three instances {1,2,8} 

form the cluster whose label is 1. The cluster whose label is 2 

has 5 instances {3,5,9,13,18}, and so on. Standard genetic 

operators are usually not suitable for clustering problems for 

several reasons. First, the encoding scheme presented above is 

naturally redundant, i.e., the encoding is one-to-many. In fact, 

there is k! different genotypes that represent the same solution. 

Thus, the size of the search space the genetic algorithm has to 

search is much larger than the original space of solutions. This 

augmented space may reduce the efficiency of the genetic 

algorithm. In addition, the redundant encoding also causes the 

undesirable effect of casting context dependent information out 

of context under the standard crossover, i.e., equal parents can 

originate different offspring. For this reason, the development 

of genetic operators specially designed to clustering problems 

has been investigated.  
B. Fitness Function  
Objective functions used for traditional clustering algorithms 
can act as fitness functions for Genetic Clustering algorithms. 
However if the optimal clustering corresponds to the minimal 
objective function value, we will need to transform the 
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objective function value, since GAs work to maximize their 
fitness values. In addition fitness values in a GA need to be 
positive if we are using fitness proportional selection.  
C. Genetic Operators  
The operators pass genetic information between subsequent 
generations of the population. As a result, operators need to be 
matched with or designed for the representation, so that the 
offspring are valid and inherit characteristics from their parents. 
Operators used for genetic clustering or grouping include some 
of the selection, crossover and mutation methods.  
1) Selection  
Chromosomes are selected for reproduction based on their 

relative fitness. Thus the representation is not a factor when 

choosing an appropriate selection operator, but the fitness 

function is. If all fitness values are positive, and the maximum 

fitness value corresponds to the optimal clustering, then fitness 

proportional selection may be appropriate. Otherwise, a ranking 

selection method may be used. In proposed Genetic Clustering 

Algorithm, the genotypes corresponding to each generation are 

selected according to the roulette wheel strategy, which does 

not admit negative objective function values. For this reason, a 

constant equal to one is summed up to the objective function 

before the selection procedure takes place. The highest fitness 

genotype is always copied into the succeeding generation. 
 
2) Crossover  
The crossover operator is designed to transfer genetic material 
from one generation to the next. The major concerns with this 
operator are validity and context insensitivity. It may be 
necessary to check that offspring produced by a certain 
operator are valid and reject any invalid chromosomes. The 
proposed Genetic Clustering Algorithm crossover operator 
combines clustering solutions coming from different genotypes. 
It works in the following way. First, two represents k1 clusters, 
the Genetic Clustering Algorithm randomly chooses 
c∈{1,2,...K1}clusters to copy into G2. The unchanged clusters 
of G2 are maintained and the changed ones have their instances 
allocated to the corresponding nearest clusters (according to 
their centroids). In this way, an offspring G3 is obtained. The 
same procedure is employed to get an offspring G4, but now 
considering that the changed clusters of G2 are copied into 
G1.Note that, although the crossover operator produces 
offspring usually formed by a number of clusters that is neither 
smaller nor larger than the number of clusters of their parents, 
this operator is able to increase or decrease the number of 
clusters.  
3) Mutation  
Mutation introduces new genetic material into the population. 
In a clustering context this corresponds to moving an object 
from one cluster to another. Two operators for mutation are 
used in the Genetic Clustering Algorithm, the first operator 
works only on genotypes that encode more than two clusters. It 
eliminates a randomly chosen cluster, placing its instances into 
the nearest remaining clusters (according to their centroids). 

 
The second operator divides a randomly selected cluster into 
two new ones. The  
first cluster is formed by the instances closer to the original 
centroid, whereas the other cluster is formed by those instances 
closer to the farthest instance from the centroid.  
OBJECTIVE FUNCTION  

The objective function evaluates the fitness of individual 
strings. All most all partition evaluation functions provide 
some kind of measure of inter-cluster isolation and/or 
intracluster homogeneity. For a good partition, there should be 
appreciable inter-cluster isolation and intra-cluster 
homogeneity. The homogeneity within a cluster is calculated 
by the sum of distances between all pairs of objects with in a 
cluster. We use an objective function based on the Euclidean 
distance:  
( , ) ( ) ( ) 2..... ( ) 

2, 2 2 2 
 
i j i1 j1 i j in jn dX X = x −x +x −x + +x −x 
(3)  
Where Xi= (xi1, xi2…... xin) and Xj = (xj1,xj2…..,xjn) are two 
dimensional data objects. The calculation of distances between 
two instances represents the main computational cost of the 
Genetic Clustering Algorithm. 
 
V.  EXPECTED EXPERIMENTAL RESULTS  
Below fig. 2 shows that Shrutis verses frequencies used in scale 
C (SAFED 1) & C# (Kali 1) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2 Shrutis Vs. Frequency w.r.t defined Scale 

 
The following fig. 3 shows the real time performance for Raga 
Todi played in scale C. 
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Fig. 3 Shrutis Vs. Frequency in Scale C for Raga Todi 

 
In real time, performance index is calculated. The 
HARMONIUM PLAYER is expected to solve following 
problems: 

 
1. Assist a Singer in his practice sessions.   
2. Replace the human Harmonium Player.   
3. Capture Accurate Frequency of the singer.   
4. Play suitable Notes of the Harmonium.  
 
5. Record, Read and Save the Frequencies and Session for 

future use.   
6. Provide Real-Time Assistance.  
 
7. Play all the notes taken by the singer with perfection and in 

perfect synchronization.  
 
8. Take into consideration the 22 Shruti’s, the details of all the 

Ragas and other Frequency notes of the Singer.  
 
9. Serve two singers efficiently at a time and record details of 

many others.  
 
10. Play back the singers sung notes during his break times 

repeatedly.  

 
VI.  CONCLUSION  
Thus, using this Software, the dependencies and restriction of 
the singers can be reduced to a great extent.  
The singer can practice with his whole and soul. His may even 
help in producing much more able, well versed and 
professional singers in the future.  
This Software will save the singers time and expenses for the 
extra professionals as well as will also vanish the urgency that 
leads problems if the person who plays the Harmonium is 
unavailable.  
It will give the singer, the freedom to practice or riyaz anytime, 
anywhere and focus alone without being dependent on anyone. 
We wish to make this Software available at the grass-root level 
of our nation to preserve our rich culture. 

 
 
VII.  FUTURE SCOPE  
This Software can be enhanced and modified according to a 
person specifically to predict according to the persons way of 
singing thus creating a way for his own style of music.  
Auto-Correct option for the Shruti’s so that while learning, any 
singer can know the right way to sing the Shruti and make no 
mistakes.  
This Software can be developed in the future in such a way that 
it can be used for a variety of Musical Instruments. 
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