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ABSTRACT 
Viterbi decoder employed in wireless technology are complex and dissipate large amount of power. High speed 

and small area are two important parameters in today's wireless technology. For decoding convolution code at 

the receiver end Viterbi decoder is being used. In this paper, design of Viterbi decoder by using modified 

register exchange method is used which reduces the amount of memory. Hence one pointer architecture of 

Viterbi decoder are used. A specification of convolutional code rate 1/3 with the constraint length 9 which 

reduces power consumption of an original Viterbi decoder by 55% and latency of 2 data bits. The proposed 

Viterbi decoder will be designed with VHDL Simulation will be done on Xilinx tool and implemented on Xilinx 

Spartan 2 based xc2s200pq208. 
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I. Introduction 
In 1967, Viterbi developed the Viterbi Algorithm 

(VA) as a method to decode convolutional codes [1]. The 

VA uses the trellis diagram to decode an input sequence. 

The Viterbi algorithm (VA) is an efficient method for the 

realization of maximum likelihood decoding of 

convolutional codes [2], [3]. The digital Viterbi decoder 

(VD) is used in wireless applications. Existing Viterbi 

Decoder are categorized by methodology of storing and 

retrieving the decoded data bits in and from the survivor 

memory unit (SMU); two methods are mainly used, the 

register exchange (RE) method and the trace back (TB) 

method [4].When two or more paths end at the same state, 

the path with the smallest (or largest) path metric is 

selected as the most likely path [5]. Bit-serial approaches 

and operation reformulations have also been initiated [6], 

[7]. The RE method has been modified [8] to reduce its 

memory access rate. Their modified Register Exchange 

(MRE) method eliminates the Trace back operation and 

reduces the amount of memory. The MRE can be designed 

with memory or low latency, but no estimated power 

reduction figures were given. All of the previous design 

approaches were developed for low Constraint length 

Viterbi Decoder (K=3 to K=7). The decoders in [9], [10], 

and [11] were designed for wireless applications for which 

the constraint length must be K=9. Although Kang and 

Wilson have introduced a very low-power Trace back 

Viterbi Decoder [10], its speed is limited due to the use of 

sequential architectures for add-compare-select (ACS) 

processing. The decoder that was work for lower power 

consumption and achieves speeds in the range of megabits 

per second [11].Viterbi decoding has an advantage that it 

has fix decoding time and it is well suited to hardware 

decoder implementation [7]. The modified Register 

Exchange method [1], whose power consumption is 

further reduced in this work, utilizes the pointer concept 

that is widely used in software engineering. Instead of 

moving the contents of one row of memory to a second row 

of memory, the pointer to the first row is altered to point 

to the second row. The pointer to one row of memory 

simply carries the current state in the trellis of the Viterbi 

Decoder. The pointer implementation avoids the power 

hungry RE operations of the traditional Register Exchange 

method, and is referred to as pointer Viterbi decoder (PVD) 

[12] [13]. 

The Viterbi Decoder is composed of the three 

functional units in Fig 1. 
 
1. The BM Unit (BMU) which calculates the BMs.  

2. The Add Compare Select Unit (ACSU) which adds 

the BMs to the corresponding PMs, compares the new 

PMs, and then stores the selected PMs in the Path 

Metric Memory (PMM); at the same time, the ACSU 

stores the associated survivor path decisions in the 

Survivor Memory Unit (SMU).  

3. The Survivor Memory Unit which stores the 

survivor path decisions.  
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Fig 1. Basic Viterbi decoder 
 
This paper is organized as follows. Basic introduction in 

Section 1.Reviews the Pointer Viterbi Decoder briefly 

and introduction of memory less version in section 2. 

Next, the proposed architecture of memory less Viterbi 

Decoder is presented in section 3, the Result is shown in 

section 4. Finally, Conclusion in Section 5. 
 

II. Memoryless Viterbi Decoder 
 
The Pointer Viterbi Decoder keeps path of the current 

row position of the decoder in the memory. It makes 
use of the fact that the bit appended to each row of 
memory is exactly the bit that is shifted into the 
pointer to form the new pointer to that row of 

memory. Each row of memory is used to trace the 
decoded bits, if an initial state is assumed. The first 
row of memory decodes the data, if an initial state, 
S0, is assumed. The last row records the decoded 
data, if an initial state, S3, is assumed, and so on. If 

the initial state is known, are all these rows of 
memory necessary? No. For example, if the initial 
state is zero, then only the first row of memory is 
needed. In other words, the storage of the decoded 

bits is necessary in order to choose only one row of 
memory at the end to represent the actual decoded 
bits. If the required row of memory is predetermined, 
then there is no need for the storage of the other 

rows. There is no need for the storage of the row that 
is assigned to the predetermined initial state, because 
the RE approach generates the decoded bits in the 
correct order. The decoded bits are produced, and 
then read out from the decoder. Thus, a memory-free 

Viterbi decoder can be implemented by solely 
resetting the encoder contents to zero for each bits 
that are encoded, where is the survivor path length. 
There is no need to interrupt the data sequence nor to 

transmit a long sequence of a zero data bits. 
 

To show the functionality, a (four states) and 

rate convolutional encoder ((G0=101, G1=111and 

G2=111) is employed to encode the input sequence 

of (10110100100). The code stream, (111, 011, 000, 

100, 100, 000, 011, 111, 111, 011, 111) is generated 

and transmitted over a noisy channel. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. MLVD approach with pointer 

implementation (the upper box carries the pointer 

and the lower box carries the decoded bits stored in 

memory). 
 

The MLVD requires only one pointer to 

track the current position of the decoder in the trellis 

as shown in above Fig. 2. This pointer is reset to the 

initial state (zero) for each bits decoded. The MLVD 

is designed in VHDL for with the specifications 

listed in Table I  

 

TABLE I 
VD SPECIFICATION 

 

Constraint length K=9 
 

   

Coding rate r=1/3 
 

   

Survivor path length L=36 
 

   

Generator 
Go=101,G1=111,G2=111  

polynomials  

 
 

   

Decision level 3 bit soft decision 
 

   

Target speed 2 Mbps 
 

   

 
III. Proposed Architecture of 

Memoryless Viterbi Decoder  
The block Diagram of MLVD Design in VHDL as 

shown in fig.3 
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Fig.3.  MLVD block Diagram 

 

The next part is a discussion of the different parts of 

the MLVD design and their functionality. 

 
3.1. Convolutional Encoder 

The convolutional encoder that is 

implemented is for wireless applications. It is a 

K=9and r=1/3 convolutional encoder shown in figure 

4. To implement a 3-bit soft-decision Viterbi 

Decoder, the output of the encoder is translated from 

(0, 1) to (101, 011). 101 is the two’s complement 

representation of the decimal number -3, and 011 is 

the representation of the decimal number 3. The 

output of the encoder is fed directly (without noise) 

into the first block of the Viterbi Decoder, the 

branch metric unit (BMU). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4. Rate 1/3 Convolutional Encoder 
 
3.2. BMU 

For binary convolutional codes, it is proven 

that linear distances (Hamming distances) can be 

used as the optimum branch metrics (BMs) [15]. For 

three 3-bit soft decision input bits, (i0, i1, i2), each 

ranging from to 3, eight 8-bit BMs are generated. The 

BMU performs simple add and subtract operations on 

the decision bits to generate the output as represented 

in Fig. 5 [11], and the output of the BMU is still in a 

two ’s complement format, as shown in Fig. 5, then 

the bit serial format BM < 0:7 >is fed into the add-

compare-select unit (ACSU). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 5. BMU operation 

 

3.3. ACSU 

The Add Compare Select Unit is composed of 127 

units; each is composed of an ACS butterfly module, 

which adds the Branch Metrics to the corresponding 

path metrics (PMs), compares the new PMs, feeds the 

selected PMs Back into the ACSU, and generates 

some decision bits. Bit serial approach is used for the 

modified register exchange method. The bit serial 

ACS means that all the computations are done 

serially. The interconnections of state metrics among 

the ACS units as well as the interconnection of 

branch metrics between the BMU and the ACS units 

are all implemented with a single wire. Because of 

butterfly structure, Interconnections are reduced due 

to which power is reduced. The typical operation of 

one ACS butterfly module is as follow  

If BM ( i ,p ) + PM ( j,p ) < BM ( j, p ) + PM ( j, p ) 
 

Then Dec 
(p)

 = 0 

PM (p) = PM (i) + BM (i, p) 

If BM ( i , p ) + PM ( j, p )  > BM ( j, p ) + PM ( j, p ) 
 

Then Dec (p) = 1 

PM (p) = PM (j) + BM (j, p) 

If BM ( i , q ) + PM ( j, q ) < BM ( j, q ) + PM ( j, q ) 
 

Then Dec 
(p)

 = 0 

PM (q) = PM (i) + BM (i, q) 

If BM (i) + PM (i, q) < BM (j) + PM (j, q) 
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Then Dec 
(q)

 = 1 

PM (q) = PM (j) + BM (j, q) 
 

According to the symmetric characteristics of the 

Viterbi Decoder 
 

(Table I) 

BM (i, q) = BM (j, p)  

And BM (i, p) = BM (j, q) 

 
Fig 6. One ACS butterfly module 

 
Therefore, only two BMs are connected to each 

butterfly unit as shown in Fig. 6. The bit serial 

approach proposed by Chang [11] is adopted for the 

MLVD implementation to reduce the routing 

overhead among the different ACSU modules. 

 
3.4. ACSTOSM 

The ACS to survivor memory (ACSTOSM) 

is employed to route the decision of the ACS module 

to the output. The ACSTOSM is a 256-to-1 decoder. 

The select signal for this large decoder is the output 

of the pointer module. The output of the ACSTOSM 

module is already the decoded output sequence of the 

MLVD, but is also fed back into the pointer module 

to update the current state in the decoding trellis. 

 
3.5. Pointer 

The pointer block contains the current state 

of the decoder (8 bits).It is reset to zero (the initial 

state of the encoder) for each of bits decoded. Then, 

for each bit decoded, the pointer content is updated, 

by the output of the ACSTOSM module. The exact 

position of the bit that will be updated is determined 

by the MSB block, which acts as a circular pointer to 

the pointer block. Power reduction estimation and 

performance evaluation are conducted in the next 

section. 

 

3.6. MSB 

The MSB module has eight outputs that point to the 

eight bits of the pointers in parallel. The reset signal 

causes the eighth bit of the MSB block to be high, 

which causes the eighth bit of any pointer to be the 

MSB of that pointer. 

 

IV. Result 
Viterbi Decoder are modelled using VHDL 

and Synthesized by Xilinx design manager FPGA 

logic. Some result are observed by using Xilinx tool. 

Simulation Result of Encoder and Branch Metric 

Unit shown in following figure. In Future 

implementation of ACS and Viterbi Decoder Module 

will be done.. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 7: Simulation result for Encoder 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 8: Simulation Result for Branch Metric Unit 

 

V. Conclusion 
Viterbi decoding is the best technique for 

decoding the convolutional codes. Viterbi decoder 

with constraint length 9 and code rate 1/3 has been 

developed. The main consideration is to decrease the 
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power dissipation. The two techniques used for 

decoding the convolutional codes are the Register 

Exchange method and Trace back method. TB 

method is used for larger constraint length but takes 

more time for decoding. RE method is simplest and 

fastest but more suitable for small constraint lengths. 

The Register Exchange method with large constraint 

length (K=7) is implemented with Modified Register 

Exchange Method. By using large Constraint length 

(K=9) we will reduce power and achieve better result 

than previous paper [2].This implementation Will 

reduces the power consumption to a large extent. The 

Add Compare Select unit and survivor memory 

management unit consumes most of the power. Bit 

serial approach is used for implementation of ACS 

unit. The amount of interconnections is reduced by 

using bit serial architecture and the butterfly concept 

unit which is reduces the power consumption. 

Further, power is reduced by using the modified 

register exchange method. Modified register 

exchange method uses the pointer concept. The extra 

overheads are the registers required for storing the 

carry bits and the path metrics. The different modules 

are designed using VHDL and synthesized using 

Xilinx Integrated software environment (ISE). The 

design implementation will be done on Xilinx 

Spartan 2E. The Viterbi decoding is limited to lower 

constraint lengths. Viterbi decoder with Modified 

Register Exchange Method can be further 

investigated for higher constraint lengths. 
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