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ABSTRACT:- k-means algorithms are one of the most applied algorithm due to its simplicity and efficiency, 

k-means algorithm performance are generally good but also has got some limitation, it takes initial cluster centre 

as an arbitrary data points, number of cluster are given by the user, missing data problem, inefficient with the 

large data set, various research work has been done to improve efficiency of the k-means algorithms. Our main 

work to deal with the initial cluster centre problem various research work has been done in this direction but still 

there is not any global method of the initializing the initial cluster centre or mean of the k-means algorithms, in 

our work we generate the initial cluster centre by using the idea of M-way tree, this method is efficient as 

compare to the traditional k-means algorithms. 
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I. INTRODUCTION 
 Size of the databases increases as the 

internet base transaction speed-up, all the data 

related to the internet transaction, medical related 

data and from some other application are stored in 

the databases which may be helpful in the future 

decision making, .it is tough to produce unknown 

and hidden information from any large data 

repository answer of this “Data Mining”. Data 

mining is also helpful in increasing revenue as well 

as in cost cutting, by using some “data mining”  

sophisticated  technique. Data Mining may be 

defined as a way of exploring hidden patterns or 

hidden knowledge from any large databases which 

is helpful in decision making. 

 Since the 1960 databases as well as 

information-technology is changing from old file 

system to the new sophisticated database system, 

Since the 1970 old age of computer research work 

is moving from the hierarchical base system to the 

relational database system, in relational data base 

system data are store in the form of the table and 

some other sophisticated database technique also 

introduced. As the time passing on some efficient 

query processing language introduced with the help 

of that query speed increases query optimization 

and user-interface quality also improved with the 

help of that user can access any data into fraction of 

time, in 1970, relation database was a standard 

database, which decreases query processing time. 

In 1980, databases functionality increases in this 

era extended database, object oriented database, 

deductive model and application based database 

such as spatial, scientific and multimedia database 

were also popular. Data Mining uses sophisticated 

tools and automatic algorithms to predict the future 

trend which helpful in decision making in business 

as well as some other sector. For example, data 

mining helps in targeted marketing, using  previous 

information which is available to the businessman 

or any other sector, other application of data 

mining is in the field of the banking sector where 

data mining help in fraudulent customer 

identification  as well as in identifying credit-card 

fraud.  Other example of data mining is in the field 

of the retail business where data mining helps in 

predicting the future trend of buying behaviour of 

the customer. 

 

 
Figure1. Data mining in different-different fields 

 

II. LITERATURE REVIEW 
 Paper [23] address these problem of the k-

means algorithms, in the paper [23] B.Mahela and 

team work they proposed a method, in this method 

they use imputation method to fill the missing 

values, this method they applied in the two 
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algorithms C 4.5, this algorithms they mix more 

missing values, in k-means algorithms they fill the 

missing values with the data imputation, 

experimental results shows that k-means data 

imputation method is better. 

 Dan Li and team work [24], this paper 

also deal with the missing value in dataset, missing 

values of the data in the dataset are general in the 

fields of research. Reasons behind of the missing 

values in the data seat are equipment’s 

unavailability and not proper functioning of the 

equipment, due to this an accurate and efficient 

result does not come. 

Missing values generally deal by the following 

three methods: 

 Ignoring methods. 

 Parameter estimation. 

 Imputation. 

Imputation method is that method in 

which missing values are filled by using some 

similar cluster information values. Generally 

missing values in dataset are filled by using the k-

means algorithm but problem with k-means 

algorithms is that it having chances of getting stuck 

in the local minima. I n this paper, they purpose a 

method in which by using the fuzzy k-means 

algorithms, fuzzy k-means algorithms use a 

belongingness function of each data point to each 

cluster some extends which make this algorithms 

less sceptical to the local minima problem. 

Experiment results shows that this algorithms are 

better in performance as compare to the k-means 

algorithms. 

In the paper [25] Satish Gajawada and 

team work, generally database contain some 

missing values due to which whatever query are 

applied at those dataset does not provide the good 

results, to deals with the missing value clustering 

imputation method are applied but when the 

number data is more whose values is missing then 

it is tough to imputed that missing values.In this 

proposed method they have use K-NN as well as 

K-means to deals with the missing values, in this 

method to decreases the number of missing values 

it suppose some missing data values as imputed 

values after that they applied the imputed object to 

fill the missing values, this method applied at the 

clinical data set and produce good results.   

In the paper [26] M.S. R.Malarvizhi, this 

paper also deals the problem of the missing values 

of the variable in data set, to deal with the missing 

value in the data set in this approach two methods 

applied , K-means clustering approach and K-NN 

approach, in the K-means clustering imputation 

approach, means are taken of the non-missing 

values and replace at the place of the missing 

values same approach are applied at the K-NN 

strategy when both method compared with the each 

other K-NN approach is better than the K-means 

imputation methods. 

 

III. PROPOSED WORK 
 As K-means algorithms is one of the most 

widely employed algorithms for grouping the large 

set of the data in many partition on the basic of the 

some similarity between the data set which are 

grouped in the same cluster, generally in the K-

means algorithms distance measure is a method in 

which distance between the cluster centres and 

each data point is calculated, to which distance 

between the data points and cluster centre is less 

data points cluster with that cluster. 

As the K-means algorithms though one of the most 

employed algorithms it has some limitation. 

 Initial cluster centre in the K-means algorithms 

are taken arbitrarily due to which it efficiency 

decreases. 

 Produce sub-optimal solution. 

 In K-means number of cluster to be formed is 

predetermined. 

 Inefficient to deal with the missing value. 

 Unable to work with the mix data set. 

 A main concern of our work is that deals 

with the problem of initial cluster of the K-means 

algorithms. In our approach for the initialization of 

the initial cluster centre we use M-way tree, we use 

M-way tree approach in such a way, in M-way tree 

order of the tree is fixed and it work on the array 

data set, if the number of elements increases more 

than the order of the tree then whole elements are 

divided in following parts left-side tree, right side 

tree and the root of the tree in our approach we 

applied M-way tree in such a way. 

 

A 1 3 5 7 9 11 13 15 17 

B 19 20 23 25 27 29 30 31 33 

C 35 37 39 43 44 46 48 49 50 

  

 For our experimentation work we has used 

synthesised data set due to which we do not need to 

perform the data transformation step to deals with 

the missing values, manually we has sorted the data 

in row wise fashion in such a way data in each row 

are in the increasing order and data in each row is 

the odd number of elements, our formula to derive 

the initial cluster centre. 

Initial cluster centre=number of elements in a rows 

/2 



Manish Sharma Journal of Engineering Research and Application                                www.ijera.com   

ISSN : 2248-9622 Vol. 9,Issue 9 (Series -III) September 2019, pp 60-64 

 
www.ijera.com                                               DOI: 10.9790/9622- 0909036064                                62 | P a g e  

 

 

 As for describing our method in the above 

table there are 9 elements in each rows, as we 

consider this division process as an integer so 

output will be 4, so the initial cluster centre will be 

the 5
th

 elements of each rows, after initializing the 

initial cluster centre other step of K-means 

algorithms will be performed as a dis.  

Steps of K-means algorithms are as follows: 

1. The first cluster or K-sense algorithms are 

deliberately taken in the first step. 

2. In the second step, the distance is calculated 

from each data point, each primary cluster centre 

data points are allocated to the primary cluster 

centre, which is the lowest distance calculated. 

3. Calculation of each cluster is calculated, now the 

calculation has become the new primary cluster 

centre. 

4. Again each data point and the distance from each 

cluster centre will take place and new ways will 

arise repeatedly. 

5. Step 3 and 4 will repeat repeatedly and will take 

balance when it closes. 

6. Process will be cancelled when the balance will 

be taken. 

Steps of our modified K-means approach are as 

follows: 

1. Initially the information itself is short. 

2. The primary cluster centre will be taken using 

the M-way tree trip. 

3. Distance in second step is calculated from each 

data point. Data points of each primary cluster 

centre are allocated to the primary cluster centre, 

which is the lowest to be calculated. 

4. Calculation of each cluster is calculated, now the 

calculation has become the new primary cluster 

centre. 

5. Again each data point and distance from each 

cluster centre will take place and new ways will be 

generated repeatedly. 

6. Step III and IV will be repeated again and repeat 

when the balance will be taken. 

7. The process will be cancelled when the process 

will be cancelled 

 

IV. IMPLEMENTATION 
 Implementation has done in the 

programming language java supported NetBeans 

(IDE), NetBeans start-up was initially college 

project the main aim of the group of the developer 

to develop a java based environment which is more 

flexible than other tools, it is written in the 

programming language java initially developing 

group member of the IDE started their own 

company to develop and distribution of that 

environment to other people after that an 

entrepreneur name Roman Stanek was looking for 

a good idea for investment, he met to original 

group member of the IDE and they team-up for the 

distribution as well as the development of the 

NETBEAN IDE during that period of  the time 

various version of the NETBEANS IDE released 

during that release working functionality of the 

NETBEANS IDE increases day-by day after 

release of the JDK 1.3 people started to develop 

their own plug-in due to which NETBEANS 

market was destabilizing or you can say that it was 

shrinking during the same period of the time 

Microsoft was looking for the good java 

development environment and start taking interest 

development of the NETBEANS IDE, finally 

NETBEANS comes the open source software 

which was helpful in various fields, it is a tool 

which support  multi-platform development 

environment like NETBEAS support many 

programming language like C++,JAVA,PHP why 

people prefer NETBEANS as their programming 

development environment some reason are as 

follows 

1. It is an open source software 

2. Easy to use 

3. Multilanguage supporting environment 

4. Better graphical User Interface 

Our work is implemented in the java 

programming languages, Java Programming 

language invented due to some limitation in C and 

C++, java programming language adopted the 

syntactical approach from C and object oriented 

approach adopted from the C++ programming 

language, java is not a new language java 

development is step by step procedure adopting 

some attribute form old language. 

C programming language play a major 

role in development of the java programming 

language, before the java programming language 

FORTRAN programming language but problem 

with the FORTRAN programming language was 

that it was only design for the scientific application. 

Another programming language which is 

efficient BASIC, but Problem with this language is 

that it structure was not well defined, programming 

language like BASIC,FORTRAN,COBOL, the 

basic principal of these languages was goto 

statement and these languages become complex, as 

there were various programming languages 

problem with these programming language  were 

that it were design for the specific purpose so all 

these programming languages can’t be applied on 

general type of the problem during 1970 computer 

world need  such type of the programming 

languages which can deal with the all the type of 

the application so C language was develop which 

was efficient and simplest one but one of the 

problem with the c is that when size of the program 

increases it is really tough to understand the 

working of the code. 
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As there were very good programming 

language was C which was universally accepted 

then why we need a programming language C++, 

answer is that C++ because as the program size 

increases C++ become more complex to deal with 

that complexity, C++ programming language is 

another step towards the invention of the java 

programming languages, C++ got various feature 

like class, encapsulation and there were some other 

feature due to which C++ was most easily and 

structured programming language, all these feature 

like inheritance, encapsulation, which later adopted 

by the java languages, C++ was good enough but it 

was also some limitation like platform 

independence and internet programming, java was 

developed by the Sun Microsystems engineer, they 

took around 18 month to lunch java first working 

version. 

Java is a programming language which is well 

defined architecture based upon the oops principal, 

java code is a simple English language instruction, 

first code is compiled into the byte code after that 

code is run and it produced the user desired output 

 

V. RESULTS : 
 Our results shows that our method is 

better as compare to the traditional K-means 

algorithms, we are using in our approach M-way 

tree approach to get initial cluster centre , 

experimentally when we compare our method with 

the traditional K-means approach our method is 

taking less time as well as the iteration as compare 

to the traditional K-means approach, below chart 

comparison of the our method has been done with 

the traditional approach at a particular result of the 

both method, it may vary but our method is 

performance in maximum number of the time up to 

the marks as compare to the traditional one. 

 
Figure 4: Comparison chart of K-means and 

modified K-means 

 

5.1 K-means output 

 when clustering of the data are  performed 

by using the K-means approch as we are forming 

the same number of clustre in the both the method 

output of the K-means algorithms shows at a 

particular point it is taking 31 milisecond and 

7iteration , at the in this work we shows form 

number of the cluster at the last.our approach we 

are using M-way tree to get the initial after entering 

the initial cluster centre clustering is done in our 

method, our method result at particular instance 

taking 15 millisecond and 3 iteration so this 

method is efficient as compare to the K-means 

algorithms it is taking less time as well as the less 

iteration as compare to the traditional K-means 

algorithms. 

 

VI. CONCLUSION 
 As k-means partitioning clustering 

approach has various disadvantages some of them 

are as follows number of cluster need to be 

predetermined, Initial cluster centre problem, 

inefficient to dealing with data uncertainty, various 

research work are being done in this approach our 

main concern is the initial cluster centre problem, 

as K-means algorithms take initial cluster centre 

arbitrarily in our proposed approach we have used 

M-way tree approach to get the initial cluster centre 

in the K-means algorithms. As in our approach we 

have use M-way tree to get the initial cluster centre 

problem to improve the efficiency of the K-means 

algorithms some other approach are welcomed  

concerning the initial cluster centre to improve the 

efficiency of the K-means algorithms. K-means 

algorithms are applied to deals with different-

different application one fields where some method 

can be developed to improve the efficiency of the 

K-means algorithms regarding dealing with the 

data uncertainty because when K-means are applied 

in the data set which contain data uncertainty, 

performance of the K-means algorithms degrades 

dramatically so by applying some data structure K-

means performance may be improved even this 

direction.  
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