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ABSTRACT 
Machine learning has been recently applied to extreme low -light imaging which provides stirring results. As 

there are many limitations of using image capturing devices moreover because the presence of the non-ideal 

environment, the standard of digital image gets degraded at a good level. Despite of getting much advancement 

in digital imaging science, the captured images do not always fulfil the user’s expectation for clear and soothing 

view of image. Also, we encounter different algorithms used for image processing; each of it’s has its 

improvements and limitations. This paper provides a detail investigation of assorted neural networks and its 

architecture used for low -light image processing. Here we have proposed a reliable framework for the task of 

semantic segmentation for better performance result. Our framework consists of offbeat deep learning 

architecture i.e. Unet and ResUnet and an offbeat loss function which is predicted on Dice loss. We have 

addressed several open challenges including model overfitting, reducing number of parameters and handling test, 

train, prediction, investigating the effect because of network architecture on accuracy, dice-coefficient, iou. The 

proposed framework approach outperforms all the comparing entities, which demonstrates its superiority over 

various recently developed states of the arts. 
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I. INTRODUCTION 
Several researches have been carried out on 

image processing techniques that are more superior 

over the old traditional techniques. Low light is a 

case that cannot be avoided in our everyday life. The 

amount of light present during night is 

comparatively low than the day light and the images 

captured during night have to suffer more problems 

as compared to the images captured during day time. 

This can be also due to the noise present in the 

environment. Noise is the most common issue that is 

faced in low light images and the presence of this 

makes the processing of images much more difficult. 

To avoid this problem many different approaches 

have been introduced and carried out.  

For processing low-light images different 

approaches have been discussed in different papers, 

one of the most common procedures discussed are 

pre-processing and semantic segmentation which are 

carried on the images to improve the output. 

Preprocessing is the initial step that is carried out in 

image processing pipeline. Here we intensify the 

images to detect finer details of images and also 

noise is taken care here. Image enhancement 

methods can also be considered for noise elimination 

and smoothing [1]. And next comes the 

segmentation part, which is a technique that helps in 

simplifying and representation of an image that can 

be easier to analyze. Here, images are segmented to 

extract hidden details that are further used for feature 

extraction. The most common use of image 

segmentation is to locate objects and their 

boundaries such as lines and curves in an image. 

Here in this paper, our main focus is on low 

light images and images with low contrast. The 

entire image can be constructed again using the raw 

format. Further image processing techniques also 

depends on the network which is used. Commonly 

used technique is training the deep neural networks 

[2]. The networks are trained in such a way that they 

adopt and learn the techniques, which include the 

denoising, demosaicking, color transitions, image 

enhancement. To avoid error, noise and other 

problems, the neural network is trained using end-to-

end approach. Neural network is popular technique 

that is carried out in many image processing 

experiments [3]. Several network architectures have 

been designed for different purposes, each of which 

serves different improvements over other. We have 

also come across that the depth of the model which 

indicates the performance of the model [4]. Models 

such as deep convolutional neural network, super 

resolution CNN and ResNet uses deep architectures. 
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However, it is difficult to train deep architecture due 

to the problem of information loss [5]. We have also 

discussed about some network architecture, its uses, 

and application and how it can be further improved 

by using different parameters. Our main focus in this 

experiment is using two different model 

architectures using the same dataset for both and 

analyzing the final results. The rest of this paper is 

documented as follows: Section II provides a 

summary of the related work where different 

research works on pre-processing, segmentation is 

done and discussion on neural networks and types of 

neural networks in brief. Section III gives a short 

discussion on the proposed approach where the 

methodology used in the proposed model is 

discussed. Section IV includes the experimentation 

and performance analysis and Section V includes the 

conclusion to the paper. 

 

II. INTRODUCTION 
       Low light images suffer from lack of 

information, image quality, due to the presence of 

noise thus reducing the performance of many 

techniques and algorithms. Here we discuss about 

some existing methods and short details about them. 
 

Image Enhancement 
The idea behind image enhancement is to 

enhance the perception or accountability of data 

within a picture for human viewers, or to produce 

`better' input for other automated image processing 

and analysis techniques. It includes various existing 

techniques like Retinex model, histogram 

processing, Gamma correction, LIME and LLNet. 

Histogram Equalization is carried-out by amending 

the intensity levels of a picture drew on input 

intensities of the Probability Density Function 

(PDF). The output of HE sometimes gets over 

enhanced and hence tending to lose some 

information, near some areas where quantum jumps 

occur within the CDF. Histogram processing serves 

a statistical relationship between its occurrence 

frequency and therefore the number of every gray 

level [6]. Its chief feature is that the probability to 

look within the uniform values throughout the scope 

of the same. Thus, it is also called as rectangular 

distribution or similar of probability distribution. 

AGC uses HSV (Hue, Saturation, Value) color space 

that assists in splitting the color and its brightness 

details of an image into hue (H), saturation (S), and 

value (V) channels. The main building block of 

LLNet is deep neural network classes specifically 

referred to as Stacked Sparse Denoising 

Autoencoder (SSDA) [7]. It is used to intensify and 

magnify low-light image. Retinex model doesn’t 

give correct output for unnatural images. This model 

imposes regularization parameter by making use of 

L2-norm minimization and spatially adaptive weight 

map, which is generated by local variance map and 

Bright Channel Prior (BCP). LIME only takes into 

consideration illumination map [8]. Adaptive 

Gamma Correction (AGC) classifies an image into 

low and moderate or high contrast [9].To develop 

illumination map, one must find maximum intensity 

from each pixel in R, G, B, channels to approximate 

this we make use of constancy methods likely Max-

RGB. 

 
Image Denoising  

Image denoising cites to the recuperation of 

a digital image that becomes contaminated by noise. 

The existence of noise in any image is inevitable. It 

is introduced during image recording, formation, or 

transmission phase. Additional processing of the 

image generally requires that the noise is removed or 

is at least reduced to some extent. Even if a smallest 

amount of noise is present can be harmful when a 

very high accuracy is needed. In-order to improve 

the flexibility nuclear norm minimization. A new 

method which is known as weighted nuclear norm 

minimization [10]. The main aim of WNNM is to 

clear image from a noisy image WNNM produces 

very artifacts and edge structures are preserved 

greatly than any other known competing methods. 

Birth of image denoising is when a corrupted image 

is added to white Gaussian noise, a common result 

of various acquisition channels. Image inpainting 

issue arises when certain pixel values are mis placed 

or when someone wants to eliminate more 

enlightened patterns, such as transient texts or any 

other objects, within an image. A Multi-Layer 

Protocol (MLP) consist of huge capacity of networks 

very large patch-size, and training sets are also large 

enough [11]. Thus, with all this we can implement 

MPL on GPUs which is ideally suited for the 

necessary computation of neural network and train. 

Various noises present in image denoising are 

Gaussian noise, which is distributed over the signal 

evenly next in salt and pepper noise also known as 

intensity spikes [12]. It occurs due to transmission 

error. It is an example of impulse noise. Fast burst 

denoising technique is compared with BM3D luck 

imaging, optimal flow and spatial temporal filtering 

from comparing BM3D last burst denoising and 

spatial temporal filtering it is concluded that it leaves 

behind certain noise inside flag region [13]. In fast 

burst denoising noise is removed completely and 

process is also fast [14]. Collaborative filtering 

combines BM3D grouping in filtering procedure. On 

performing noise attenuating, even the finest detail 

which is shared by the group patches is been 

revealed by collaborative filtering. 

 

 



Komal Mourya, et. al. International Journal of Engineering Research and Applications   

www.ijera.com 

ISSN: 2248-9622, Vol. 10, Issue 8, (Series-II) August 2020, pp. 60-66 

 

 
www.ijera.com                                        DOI: 10.9790/9622-1008026066                         62 | P a g e  

   

 

Neural Network  

As discussed, former numerous techniques 

have been introduced for image denoising, concern 

to this, there is one more technique called U-net that 

has been introduced. U-net has the flexibility to beat 

the constraints of previous old methods. Noise is that 

the commonest and arbitrary variation present on 

color information in images that exploits the image. 

We also come across Denoising convolutional neural 

network (DNCNN) that is designed to assume 

residual image i.e. the difference between noisy 

observation and the clear image [15]. Deeper the 

network, higher is the performance. Deep residual 

U-net, is an architecture that take advantages of 

stability from both deep residual learning and U-net. 

The skip connections within the residual units and 

between the encoding and decoding paths of the 

network promotes information propagation which 

allows designing simple yet powerful neural network 

and shows cleaner result with less noise [16]. The 

Res-Unet has outstanding feature-extraction ability, 

that is, it accomplishes higher segmentation 

accuracy, also ensures that the gradient flows 

smoothly and never exit during the training of a 

network [17]. An end-to-end semantic-segmentation 

network of ResUnet is proposed; during which 

residual block is added to U-Net because the residual 

block has the flexibilty to extract higher level 

features and reduce the over-fitting problem. It also 

avoids the vanishing gradient problem. With Unet 

ultrasound segmentation to attain accurate result 

becomes too difficult. The models are optimized 

using algorithms like, Adam optimizer algorithm, an 

optimizer that is derived from adaptive estimates. It 

combines the benefits of two methods i.e. Adagard 

and RMSProp. Adam is taken into the account to be 

most popular algorithm within the field of machine 

learning because of its ability of fast results [18]. 

Also, for segmentation we come upon another 

concept called Fully Convolutional Network (FCN). 

Neural networks are built for segmentation, 

classification and detection. The network consists of 

layers which improve the architecture, such as using 

multi-resolution layers [19]. So as to extract higher-

level abstraction features, CNN need not require 

artificial feature pattern for different scenes. CNN 

helps to enhance and increase the robustness for 

semantic segmentation [20]. In the field of 

biomedical segmentation SK-Unet [21] (Selective 

Kernel-Unet) is used to detect cardio-vascular 

diseases. The SK module makes the acquired 

characteristics maps more explanatory in both 

structural and channel-wise. Faster R-CNN is a type 

of neural network which supports images of variable 

sizes which forms the input data to sliding window 

and CNN, a proposal scanning that is helpful for the 

convolution neural network [22]. The speed of this 

network to detect objects is nearly as good as real 

time. Faster R-CNN uses region proposal for object 

detection. Training a deep neural network is to some 

extent hard because of slow conversion state. Fast 

residual learning and high learning rates are used to 

build a very deep network and to overcome the 

limits [23]. The deep CNN model is proficient in 

region proposals deformation approach, as well as in 

object detection present in pruned images [24]. For 

semantic-segmentation a method based on U-Net is 

proposed and to deal with the complex images and 

to construct the contraction part of the U-Net it uses 

the residual modules of Res-Unet [25]. And also 

adopt the two post-processing methods that is fully 

connected conditional random field (CRF) and a 

morphological operation which will help to produce 

a definite segmentation result [26]. The driving force 

behind FCN is fully convolutionl.i.e. FCN the layers 

are convolutional layers. Many present image 

segmentation models are based on FCN, such as U-

Net [27]. A U-Net is improved FCN structure, which 

is used for image segmentation, U-Net consists of 

the left path called encoder and right path as the 

decoder. The encoder is convolutional neural 

network architecture, composed of convolutional 

layer and batch normalization layers. The decoder 

consists of convolutional layers and de-convolution 

layers [28]. When the decoder performs upsampling, 

the feature maps on the encoder side of the 

corresponding level are concatenated by matrix [29]. 

This action is useful to supplement the missing pixel 

position information during the convolution process, 

thereby improving the segmentation accuracy. 

Another concept is of light weight U-Net, this 

network is used to remove particle prediction from 

underdone particle images with composite 

backgrounds at the beginning of the improved 

algorithm. 
 

III. PROPOSED METHODOLOGY 

Dataset  
Here, we make use of the Sony SID dataset 

from Github. The Sony SID dataset is a collection of 

low light images which are captured in dark 

environment. It is divided into two parts that is short 

exposed images and long exposed images where 

short exposed image consists of all total 231 images 

and the corresponding long exposed images for 231 

short exposed images are 2685 images. Further, long 

exposed images are considered as Ground truth 

which refers to information collected on location. 

The dataset consists of raw short-exposure low light 

images, with corresponding long-exposure reference 

images. Here, in this paper we propose to use an end 

to end learning for image processing. For processing 

the entire image processing pipeline, we need to 

train a fully convolutional network (FCN). 
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According to recent research it is shown that FCN is 

used to represent image processing algorithm in 

more effective manner. The focused general 

structure of FCN that is used to form the core of 

proposed pipeline is a U-Net. The U-Net architecture 

is built in such a way that it yields better 

segmentation of images. Thanks to its symmetry, the 

network features a large feature maps within the up-

sampling path, which allows transferring 

information [29]. We are also using another 

architecture called Residual Unet (ResUnet), which 

guarantees better performance over limited 

parameter. ResUnet makes use of an identity 

mapping instead of skip connection like in FCN. 

Using both architectures, we run our experiment and 

try to compare them with each other and record 

performances. After knowing the results, we end up 

finding the more suitable model. Both the models 

consist of same architecture but include some 

changes during processing. The architecture of both 

the models are divided in three parts i.e. encoding or 

contracting path, bottleneck or bridge and decoding 

or expanding path. Encoding and decoding process 

is done in order to ensure accurate mapping of 

information takes place. For pre-processing we 

convert the raw data into clean data using bayer raw 

as our first step where color channels in images is 

converted from RGB to RGGB and then using 

Gamma correction black level is eliminated and then 

in next step brightness is increased with an 

amplification factor of 300. Then, in the next step 

we built and trained our two models that are UNet 

and ResUnet where training of model is done using 

Adam optimization algorithm and loss function as 

binary cross-Entropy through which model will try 

to adopt the features or parameter required to clear a 

low light image. Finally, graph showing the different 

plots for models is built and analyzed. 

 

IV. EXPERIMENTATION AND 

PERFORMANCE ANALYSIS 

The experiment is implemented using 

python programming language on Anaconda, which 

is a free, open-source for distribution of the Python 

and R programming languages for scientific 

computing like machine learning application, data 

science, large-scale processing, predictive analytics 

and plenty of more. Thereunder we use Jupyter 

notebook which is an open-source web application 

that you just can use to make and share documents 

that contain live codes, visualizations, equations and 

text. 

 
Preprocessing  

Pre-processing is used to transform the raw 

data into a clear data. The aim of preprocessing is 

detecting, correcting and improvements of images 

that are abolished due to the presence of noise. The 

steps used for preprocessing are transformation 

structure followed by elimination of black level 

followed by amplification of images in order to 

reduce the noise and for better processing of image. 
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Loss and accuracy plot for U-Net 

 

Loss and accuracy plot for Res-UNet  

 

 

Model Building U-net: at initial the input image is 

given which is resized to 512×512×3 where 

512×512 is image width and height and 3 is the 

number of channels. Then we built model using 3×3 

convolutional block or kernel. Each followed by a 

rectified linear unit (ReLu) and 2×2 max pooling 

operation with stride equals to 2 for contracting path. 

As the input values are of integer type, we need to 

convert them to floating point values because only 

floating points values are considered in 

convolutional layers. As mentioned earlier the 

architecture of U-net consists of contracting and 

expanding path. At each contracting path the feature 

channel doubles and at each expanding path 

concatenation is done with the corresponding feature 

channels at the contracting path. This helps in 

combining the low level and high-level information. 

Padding is set to the value same in order to add extra 

pixel to edges because to make the input image 

equal to the output image in dimensions. Thus, 

achieves better and promising performance. Residual 

U-net: the architecture is similar to that of u-net. It 

also uses 3×3 convolutional operator. Here, in this 

paper we make use of residual unet (ResUnet) and 

Unet to compare performance of both. We have 23 

convolutional layers to be compared with 15 

convolutional layers of ResUnet Residual unet has 

many advantages over Unet. ResUnet has advantage 

of both Unet and deep residual learning and its ease 

for training network makes it a good model for 

semantic segmentation and the skip connection in 

the network eases the information propagation, 

allowing us to form network with less parameter 

however improving performance. Further, we train 

our model using loss function. Here in this paper we 

use binary cross-entropy loss function. The loss 

function calculates how far aside from the accurate 

value the prediction for each of the classes and 

moderates these class-wise errors to attain the final 

loss. Validation is also performed on the model; 

validation refers to the process where trained model 

is evaluated with testing dataset. It is carried out 

after model training. Model training and model 

validation point to find an ideal model with the best 

performance. To test the generalization capacity of a 

trained model testing is done. We also come across 

the prediction values of training, testing and 

validation images. Prediction is used to predict how 

accurate our result is to the original value. After 

successful implementation, the outputs are recorded. 

The models are compared with respect to some 

parameter such as model loss, accuracy, dice 

coefficient and iou. Loss tells us the rate of loss 

occurred in model, accuracy is used to show how 

accurate the model is, dice coefficient and iou which 

are basically loss function which are used to 

decrease the loss rate when the performance rate is 

increasing. The Fig 1 below shows the performance 

of both the model in terms of accuracy and loss. It 

shows that the performance curve of training and 

validation for loss and accuracy function is 

improved for ResUnet. Hence, the achievement of 

Resunet is better than that of Unet. And, Table 1 

below shows the comparison between two models 
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w.r.t the parameters used. Figure 1. Graph showing 

the plot for training and validation curves for loss 

and accuracy for Unet and ResUnet 

Figure 1. Graph showing the plot for training and 

validation curves for loss and accuracy for Unet and 

ResUnet 

 

Table 1 Comparison between Unet and ResUnet 

Sr. no Parameter  Unet  Resunet  

1 Initial Loss 0.0856 0.2283 

2 Final Loss 0.0811 0.0827 

3 Initial Accuracy 0.9668 0.9114 

4 Final Accuracy 0.9685 0.9686 

5 Initial dice_coefficient 0.8751 0.6748 

6 Final dice_coefficient 0.8812 0.8778  

7 Initial iou 0.9706 0.9197 

8 Final iou 0.9723 0.9719 

9 Initial Validation loss 0.0845 1.3047 

10 Final Validation loss 0.0759 0.0911 

11 Initial Validation Accuracy 0.9677 0.9191 

12 Final Validation Accuracy 0.9695 0.9659 

13 Initial Validation 

dice_coefficient 

0.8793 0.4330 

14 Final Validation 

dice_coefficient 

0.8820 0.8773 

15 Initial Validation iou 0.9747 0.8127 

16 Final Validation iou 0.9741 0.9726 

17 Model Summary  

 
 Total params: 

1,941,105 

 Trainable params: 

1,941,105 

Non-trainable params: 0 

 Total  params: 

4,723,057 

 Trainable 

params: 

4,715,761 

Non-trainable params: 

7,296 

 

V. CONCLUSION 
In this paper, we used semantic 

segmentation network to tackle the problem of low-

light images.  In consideration of the features and 

ability, we used U-Net and Res-UNet for 

segmentation task. We conclude that models can be 

trained, tested and validated to improve the 

performance and increase the accuracy of results. As 

a result of comparison, ResUnet architecture offers 

many advantages over U-Net. The ability of ResUnet 

to give information on finer details and ease of 

training makes it more suitable for semantic 

segmentation. Further, we can assure that Resunet as 

well as Unet both can be used for different purposes 

in the field of medical and data analysis processes. 

FCN is more effective compared to the traditional 

method as the accuracy provided by these techniques 

was more compared to traditional methods or 

techniques. Later, when compared both the models  

 

we found that ResUNet obtains much better 

result and it can effectively extract the spatial and 

specific characteristics. 
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