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ABSTRACT 
With the development of technology and increasing smart cities, the number of vehicles in the countries has also 

incremented. With the increasing number of vehicles, the needs such as traffic controls and security controls 

have enlarged, and it has been difficult to follow each vehicle. Therefore, there was a need to improve the 

License Plate Recognition area. In this study, plate recognition has three stages. These stages are finding the 

plate region, character decomposition and character recognition methods. Before these stages, the image should 

be made clearer with some operations. Capturing and perceiving the image in flowing traffic is very difficult due 

to factors such as light and speed. This article first detects tools for License Plate Recognition, then applies a 

Convolutional Neural Network for character recognition on uncertain images and compares seven optimization 

algorithms. The results have been shown that accuracy and training time are superior compared to old plate 

recognition methods. 
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I. INTRODUCTION 
With the increase in population and people 

living in more crowded cities, the number of 

vehicles has also increased. The increase in the 

number of vehicles made it difficult to track the 

vehicles. 
License Plate Recognition is widely used 

by law enforcement agencies to track moving or 

stationary vehicles and provide security controls of 

these vehicles. License Plate Recognition is used to 

identify vehicle owners who do not comply with 

traffic rules. In addition, it is easily used in many 

places in life such as vehicle tool collection system. 
In older methods, image processing was 

frequently used to perform license plate recognition. 

However, features such as dirty image and low 

contrast have made this method very difficult to use 

and therefore, a lot of pre-processing is required. 

Convolutional Neural Network includes 

algorithms such as computing and image processing. 

So, Convolutional Neural Network accepts pre-

processed input images and trains these preprocessed 

images with supervised learning 

The main contribution of this study is that it 

does not require much preprocessing to determine 

the best model according to the results of the seven 

algorithms in terms of training time and accuracy. 

This study was trained on 29260 samples and 

confirmed on 7316 samples. 

 

II. METHODOLOGY 
There are many methods recommended and 

used for License Plate Recognition. While starting 

this study, considering the advantages and 

disadvantages of many studies, the best method was 

tried to be applied. Initially, some operations should 

be done to find the license plate region in the 

captured car images. Second, the characters in the 

license plate area must be extracted. Finally, the 

characters are given to the Convolutional Neural 

Network algorithms determined for recognition and 

plate recognition is completed. Convolutional Neural 

Network was used to recognize the characters 

extracted in the last stage. and this process was 

completed using seven optimization algorithms.  
In this section, seven algorithms for 

License Plate Recognition are reviewed. It is 

necessary to some process before each algorithm 

applying Convolutional Neural Network. These 

seven algorithms were compared the accuracy value 

given in the test data set and how long it trained the 

algorithms. 

 
2.1. Finding the Plate Region 

A series of procedures must be performed 

to find the plate region with Convolutional Neural 

Network. Snapshots captured in License Plate 

Recognition system are in RGB format. The images 
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in this format are converted to a gray format because 

the computer cannot calculate RGB format images. 

After that, the image converted to gray format is 

processed with Sobel Edge Detection algorithm. 
Histogram of the edge detection process is 

manufactured. The threshold value is determined to 

determine the regions that are not likely to be plates. 

And the horizontal and vertical columns of the 

histogram chart are examined, and the plate region is 

found by means of the average edge detection 

method. Then image binarization process is done 

and the plate is seen more clearly. Image 

binarization is the process of taking a grayscale 

image and converting it to black-and-white. Finding 

the plate region in the captured images is shown in 

Fig.1. 

 

 

 
Fig.1 Finding the Plate Region 

 
2.2. Character Extraction 

With the last step, only the plate region 

remains in the image. After this step, the Connected 

Component Analysis is used to parse the characters 

on the plate region. Thus, each character is output as 

a separate image for character recognition.  

 
2.3. Character Recognition 

Characters extracted from the source image, 

where plate characters were introduced before, are 

searched as templates. This method is called 

Template Matching method. The training set of the 

Convolutional Neural Network was created with the 

visuals containing images the plate characters. The 

extracted characters are given to the Convolutional 

Neural Network as test data and the previously 

prepared sample template characters and the 

decomposed characters are compared. In this way, 

character recognition is made. 

After most recent stage, the image is an 

input for optimization algorithms to be tested. The 

images where the above processes are applied are 

tried in all seven Gradient Descent optimization 

algorithms and the results are compared in terms of 

training time and accuracy. 

 

III. COMPARISION OF ALGORITHMS 

LICENSE PLATE RECOGNITION 
This section is the main part where the 

license plate recognition process takes place. In this 

section, seven optimization algorithms are compared 

in terms of training time and accuracy and Python 

language and Keras library are used. These 

algorithms are Stochastic Gradient Descent (SGD), 

RMSProp, Adagrad, AdaDelta, Adam, Adamax and 

Nadam optimization algorithms. 

Brief explanation of the compared 

algorithms is given below. 

SGD with Momentum: This method 

suppresses the oscillations in the SGD algorithm and 

speeds up the learning time [24]. 

RMSprop: This algorithm proposes an 

adaptive learning rate, it is not published, but 

introduced in Geoff Hinton’s course. [25]  

AdaGrad: AdaGrad provides big updates 

for sparse parameters, while smaller updates for 

frequent parameters. It performs best at default 

values like RMSprop. The algorithm has a separate 

learning rate that is specific to each parameter. [26] 

AdaDelta: AdaDelta is the developed 

version of AdaGrad. There is no need to determine 

the initial learning rate. It performs best at default 

values. [27] 

Adam: Adam is an algorithm like 

AdaDelta. Unlike AdaDelta, it stores the Momentum 

changes in the cache as well as the learning rates of 

each parameter [28]. 

Adamax: It is like the Adam algorithm, but 

it shows the best performance at default values [28]. 

Nadam: It is a combination of Adam 

algorithm and Nesterov Momentum. It performs best 

at default values [29]. 

These seven optimization algorithms were 

used for this study and their comparative results 

were obtained. This study showed that using 

Convolutional Neural Network compared to the old 

methods has enabled plate recognition to be done 

faster. 

In this study, 29260 images were taken at 

different times of the day and distances and 

confirmed on 7316 samples. The License Plate 

Recognition system tries these images one by one in 

the specified algorithms and evaluates the results in 

terms of accuracy and training time. 

The computer, where the algorithms are 

trained, has Intel® Core ™ i7, Turbo Boost up to 4.5 

GHz and 12 MB shared L3 cache, and AMD Radeon 

Pro 5300M with 4GB of GDDR6 memory and 

automatic graphics switching. It also has 16 GB of 

storage space. 

The comparative result of these seven 

optimization algorithms are shown in Table-1. The 

training time and accuracy values can be increased 
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by feeding the system with more data sets and 

adjusting the images given as input more cleanly. 

 

Table 1 Comparison of Algorithms 

Optimization 

Algorithm 

Average 

training 

time 

(sec) 

Accuracy 

in 1
st
 

iteration 

(%) 

Accuracy 

in 20
th

 

iteration 

(%) 

SGD 46.40 sec % 6.68 % 92.39 

RMSprop 45.75 sec % 52.61 % 93.51 

AdaGrad 44.75 sec % 5.21 % 73.95 

AdaDelta 46.05 sec % 23.76 % 94.32 

Adam 45.85 sec % 44.40 % 95.09 

Adamax 45.65 sec % 12.53 % 94.15 

Nadam 46.40 sec % 47.84 % 95.06 

 

 

 
 

IV. CONCLUSION 
In this Plate Recognition System, in which 

random plate images are trained, Artificial Neural 

Networks were compared with 7 Optimization 

algorithms without preprocessing and the results 

were measured. With the applied methods, 

recognition was made with the characters removed 

from the plate region, which was detected quickly. 

This study, tested in seven algorithms and validated 

on 7316 different samples, showed that the Adam 

algorithm has the highest accuracy. The fastest 

algorithm has been proved to be the AdaGrad 

algorithm but since its accuracy is very low, it may 

not be a good choice. 
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