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ABSTRACT 
Multistage interconnection networks (MINs) are high performance indispensable networks with low cost for 

broadband switching technology and multiprocessor systems. Crosstalk is a critical issue in MINs. The undesired 

coupling of two or more wavelengths is reason behind Crosstalk and Link Conflicts and Switch Conflicts can 

cause it. In Electrical or traditional MINs, link conflict is the only reason behind crosstalk but in optical MINs, 

both conflicts (switch conflicts and link conflicts) occurs in crosstalk. In traditional MIN or electrical MIN, the 

link conflict problem can also be arises because of congestion. In this paper, we are going to discuss about link 

conflict problem in electrical MIN. In this paper, we proposed a new link conflict detection method named Link 

Window Method (LWM) to detect link conflicts in omega MIN. Congestion can also be identified in switches 

with the help of proposed algorithm. 
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I. INTRODUCTION 
Multistage Interconnection networks (MINs) 

plays a vital role in different scenarios like 

telecommunications,  high performance computing 

and multiprocessor systems. Load balancing is an 

emerging issue in MINs, surprisingly there is very less 

work done on this. Fault tolerance, reliability, and load 

balancing are the parameters to evaluate the 

performance of MINs.  In Load balancing, the 

workload is distributed across multiple computers, 

links, or central processing units or other resources, to 

achieve optimal resource utilization, maximize 

throughput, minimize response time, and avoid 

overload or congestion. Congestion is situation, which 

occurs due the overload on the network. In MIN, the 

number of packets sent, is greater than the capacity of 

the switch i.e. the number of packets a switch can 

handle. In an electrical MIN, link conflicts or 

congestive collapse may also occur due to congestion. 

When more than two or more packets from different 

sources request the same output port in a switch 

simultaneously then the condition of congestive 

collapse or link conflict (LC) arises.  In other words, 

when two or more packets try to access the same 

wavelength at same time, then the problem of 

congestive collapse or link conflict occurs [23]. To 

solve the link conflict problem, the time domain 

approach is used. From previous researches we 

analyzed that Space domain approach [1], time  

domain  approach  [10],[12],[15]  and  wavelength 

domain approach[2],[6],[7] are the three approaches 

which can be used for to avoid conflicts. In Time 

Domain Approach, the connections are established at 

different time periods when two or  

 

 

 

more wavelengths try to access the same wavelength 

at same time [1],[10],[12],[15].  Some algorithms in 

which time domain approach is used are Windows  

Method  [1],[5],  Improved  Windows Method  [1],  

[3],  Bitwise  Window  Method  [14-15],  Four 

Heuristic Algorithms [19],  Simulated Annealing (SA)  

[4], and Zero algorithms  [3],[8]. 

 

II. PROPOSED APPROACH 
Due to traffic load on a single link, the problem 

of link conflict can arise. As in previous definitions, 

when two or more packets from different sources 

request the same link or wavelength in a switch 

simultaneously, the congestion occurs at that 

requested output link (or wavelength) and this leads 

to link conflict (or collapse congestive). The link 

conflict in a switch is shown in Fig. 1 (a) and Fig. 1 

(b).  

 
(a) 

 
(b) 

Figure 1. Link Conflict 
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In this paper, we have proposed an algorithm for 

detecting link conflicts and provide method for 

resolving these conflicts. In this algorithm, we 

schedule the messages in different independent 

subsets in order to avoid the path conflicts in the 

MINs. Multistage interconnection network (MIN) is a 

class of high-speed computer networks. An Omega 

Network, which consists of logmN stages of m×m 

switching elements (SEs) connecting N input 

terminals to N, output terminals.  We have taken an 

NxN Omega network consists of 2x2 switching 

elements. The number of stages is log2N and numbers 

of switching elements in each stage are N/2. The 

arrangement of stages is from 0 to (log2N)-1 in which 

(log2N)-1 is the last stage.  The route selection of each 

data packet is according to its destination address. An 

8 x 8 Omega Network with 3-stages is shown in Fig. 

2. If some or all the source addresses accesses their 

destination addresses in  a same  time  slot[23],  then  

there may occurs the problem  of  link conflict  in  the  

omega network, which is represented by dotted lines 

in fig. 2. and the conflicted routes are represented by 

arrow. In fig. 2, the link conflicts occurs when signals 

trying to access the same path (link) at the same time 

slot (cycle) within the switching element. 

 

2.1 Link Window Method (LWM)  

 The Link Window Method (LWM) is proposed to 

find link conflicts, so we can schedule messages 

within same pool according to their conflicts in 

network [1][15][22]. In Link Window Method 

(LWM), NxN network consist of N source and N 

destination address. These addresses (source address 

(SA) and its corresponding destination address (DA)) 

are combined to formed link combination matrix.  Let 

the link window size is Ls =log2N and number of link 

window Lw= S-1 where N is network size. The size of 

link window (Ls) is same as number of stages of the 

network. The Lw is counted from left side in the link 

combination matrix and the first and last column are 

not used.  There occurs a link conflict, if two 

messages having same bit pattern in Lw. So they are 

scheduled to be routed in different passes.  

For example, in Link Window Method (LWM), 

an 8x8 network size (NxN), link window size (Ls) 

=number of stages= log2N=3 and number of link 

window Lw= S-1= 2 (Lw0, Lw1). Each Source (SA) and 

its Destination address (DA) are pooled as shown in 

Fig. 3. and link conflicts in 8x8 omega network is 

shown in Fig. 2. 

 
Figure 2. 8x8 Omega Network with Link Conflicts 

 

Fig. 3. shows link combination matrix of SA and 

DA and Fig. 4. shows link window method. In first 

Link Window (Lw0), conflicts are between messages 

(000 & 100) and (010 & 110). In second Link 

Window (Lw1) conflicts are between messages (000 & 

100), (001 & 011), (101 & 111) and (010 & 110). 

 
Figure 3. Link Combination Matrix 

 

 
(a)  

      Lw0 

0  0  0  1  0 0 

0  0  1  0  0 0 

0  1  0  0  1 1 

0  1  1  0  0 1 

1  0  0  1  0 1 

1  0  1  1  1 0 

1  1  0  0  1 0  

1  1  1  1  1 1 

 

Message 000 & 100 

have Link Conflict 

 

Message 010 & 110 

have Link Conflict 
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(b)  

Figure 4. (a) Link Window 0 (Lw0) (b) Link Window 1 

(Lw1) 

 

The Pseudo Code for finding Link Conflicts in link 

window method is as shown below: 

 

Link_Window_Method( ) 

For w=1 to now     // now is no. of link window 

   For i=0 to N-1  //N is network size 

       For j=i+1 to N-1  

                       Int q=0 

          For z=0 to (ws-1) //ws is link window size 

       If (com[i][w+z]==com[j][w+z]) 

  q++; 

      End If; 

    End For; 

               If (q==ws) 

                 Conf[i][j]==1    //If Link Conflict  

                                                               occurs 

              End If; 

         End For; 

   End For; 

End For; 

Link Conflict Matrix displays link conflicts, 

which are shown in below table. If there is a conflict 

between two messages, it can be represented as 1 

otherwise 0. For example, message 000 & 100 have 

link conflict, the conflict matrix can be assigned as 1. 

Therefore, with link window method, we find four 

link conflicts, which are represented as 1 in link 

conflict matrix table 1. 

 

 

 

 

 

 

 

 

 

Table I.  Link Conflict Matrix 

 
Thus Link conflicts (or congestive collapse) 

in omega network can be shown in Link conflict 

graph as shown in Fig. 5 and are represented as 

yellow lines. 

 
Figure 5. Link Conflict Graph 

 

When link conflict (or congestive collapse) 

is detected between two messages, then we can put 

them in different pools. With time domain approach 

these messages are routed in different passes (or time 

slot). Therefore, messages 000, 001, 010, and 101 are 

put into one pool and can be routed in same time slot 

because they do not have link conflict (or congestive 

collapse) with each other. Similarly messages 100, 

011, 110, 111 are routed in another time slot. 

 

III. RESULTS AND DISCUSSION 
The Link Window (LWM) method is 

compared with the existing Windows method (WM) 

and Improved Windows method (IWM) for different 

network sizes. This comparison shows that the  time  

spent  for detecting  and  identifying conflicts in Link 

Window method (LWM)  is  very less  as compared  

to Windows Method (WM) and Improved Windows 

Method (IWM) which is mentioned in Table  2. 

 

Table II.  Comparison of LWM, WM, and IWM 
Network 

Size 

LWM 

(nanosec) 

WM 

(nanosec) 

IWM 

(nanosec)  

4 5802 7588 6695 

8 26780 28118 39276 

16 146842 162464 191921 

32 7301919 7500980 1283638 

64 5009581 5787975 7642020 

 

IV. CONCLUSION 
Therefore, in omega network traffic load or 

congestion can be balanced in switches with the help 

of proposed algorithm. This approach is not only 

Message 000 & 100 

have Link Conflict 

Message 001 & 011 

have Link Conflict 

Message 010 & 110 

have Link Conflict 

Message 101 & 111 

have Link Conflict 

            Lw1 

0  0  0  1  0 0 

0  0  1  0  0 0 

0  1  0  0  1 1 

0  1  1  0  0 1 

1  0  0  1  0 1 

1  0  1  1  1 0 

1  1  0  0  1 0  

1  1  1  1  1 1 
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resolving link conflicts but also provide electrical 

crosstalk-free routes. This Link Window Method 

(LWM) can be also applied in optical MIN to detect 

link conflicts. In this paper, the exact position of the 

link conflicts as well as congestion between source 

and destination address can be find easily. The LWM 

improves the performance of finding link conflicts in 

multistage network. Therefore, with the Link window 

method and time domain approach, messages can be 

routed conflict free. In future, we will work on 

Optical switch and link conflicts and minimize the 

execution time of routing.  
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