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ABSTRACT 
In this paper, a relation for finding type-II discrete sine transform (DST) from type-I discrete Hartley transform 

(DHT) has been derived. The transform length N is taken as even. Using this relation, the (N - 1) output 

components of DST can be realized from DHT. The DHT is one of the transforms used for converting data in 

time domain into frequency domain using only real values. 
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I. INTRODUCTION 
Discrete transforms play a significant role in 

digital signal processing. Discrete cosine transform 

(DCT), discrete sine transform (DST) are used as key 

functions in many signal and image processing 

applications. There are eight types of DCT and DST. 

Of these, the DCT-II, DST-II, DCT-IV, and DST-IV 

have gained popularity. The DCT and DST transform 

of types I, II, III and IV, form a group of so-called 

“even” sinusoidal transforms. Much less known is 

group of so-called “odd” sinusoidal transforms: DCT 

and DST of types V, VI, VII and VIII. 

             The DST was first introduced to the signal 

processing by Jain [1], and several versions of this 

original DST were later developed by Kekreet al.[2], 

Jain [3] and Wang et al. [4].   Ever since the 

introduction of the first version of the DST, the 

different DSTs have found wide applications in 

several areas in Digital signal processing (DSP), such 

as image processing[1,5,6], adaptive digital 

filtering[7] and interpolation[8]. The performance of 

DST can be compared to that of the DCT and it may 

therefore be considered as a viable alternative to the 

DCT.  For images with high correlation, the DCT 

yields better results; however, for images with a low 

correlation of coefficients, the DST yields lower bit 

rates [9]. Yip and Rao [10] have proven that for large 

sequence length (N ≥32) and low correlation 

coefficient (< 0.6), the DST performs even better 

than the DCT.  

            The discrete Hartley transform (DHT) [11], 

[12] plays an important role in many digital  signal 

processing (DSP) applications since it is a good 

alternative to the discrete Fourier transform (DFT) 

for its real-number operations.  One of the main 

attractions of DHT is that it only involves real 

computations in contrast to complex computations in 

the DFT.  In addition, the inverse DHT has the same 

form as the forward DHT, except for a scaling factor.   

 

 

 

Therefore, a single kind of program or architecture 

can be used to carry out both the forward and inverse 

DHT computations. The DHT is one of the 

transforms used for converting data in time domain 

into frequency domain using only real values. 

          Over the years, the DHT has been established 

as a potential tool for signal processing and 

communication applications, e.g., computation of 

circular convolution, and deconvolution [13], [14], 

interpolation of real-valued signals [15], image 

compression [16], [17], error control coding [18], 

adaptive filtering [19], multi-carrier modulation and 

many other applications [20]-[22].  Fast 

implementation of one-dimensional (1-D DHT) has 

attracted many attentions [23]-[25].  However, DHT 

is computation intensive.  

            In this paper, an expression for finding DST-

II from DHT-I for even transform length N has been 

derived. The (N -1) output components of DST can 

be realized from DHT by this method. The data flow 

diagram for realization DST from DHT is shown.  

            The rest of the paper is organized as follows. 

The relation between Type-II DST and Type-I DHT 

has been derived in Section-II. Conclusion is given in 

Section-III. 
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II. RELATION BETWEEN TYPE-II DST AND TYPE-I DHT 
Let                      be the input data array. Then, the one- dimensional type - II DST can be defined 
as 
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where       represents the transformed data. The value of     is given by 
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 Without loss of generality, the scale factor  
 

 
   in (1) can be omitted. After omitting the scale factor, (1) can 

be written as 

                                                      
        

  
    

                                                         (2)    

The one-dimensional type-1 DHT of input sequence                       is defined as 
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where               . 

Ignoring the scale factor      , (3) can be written as 
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Taking the transform length N as even, define 
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Substituting (5) in (4), we have 
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Since,   is even, the first term in RHS of (6) is written as 
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Expanding the second term in RHS of (6), we obtain 
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In the first term of RHS of the above expression,  
                                                                                                                                                    (9) 
The second term in RHS of (8) can be expressed as 
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Similarly, the last term in RHS of (8) can be written as 
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Substituting (9),(10) and (11) in RHS of (8) and reversing the order of terms in RHS, we obtain 
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Substituting (7) and (12) in (6), we get 
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Multiplying (13) with       
  

  
 , we have 
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Consider the identity 
                                                                                                                                (15) 
Using (15) in RHS of (14), we obtain 
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Replacing    by        in (13), we have                                                         
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Multiplying (17) with  –      
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Using the identity (15) in RHS of (18), we have 
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Adding (16) and (19), the cosine functions cancel and we get 

         
  

  
            

  

  
             

        

  
 

      

          
        

  
 

     

  

           or  
 

 
          

  

  
            

  

  
            

        

  
    

                              (20) 

                                                                                                                            



   

M.Narayan Murty. Int. Journal of Engineering Research and Application                      www.ijera.com 

ISSN : 2248-9622, Vol. 7, Issue 6, ( Part -1) June 2017, pp.26-30 

 

 
www.ijera.com                                   DOI:  10.9790/9622-0706012630                        29 | P a g e  

 

 

According to (2), the RHS of above expression represents the type-II discrete sine transform    . Hence, we 
have 

                                                 
 

 
          

  

  
            

  

  
                                        (21)     

                                                                                       
Since DST is given for          , the       output components      of DST can be realized from DHT 
using (21). 

Taking   
  

  
, the above expression (21) can be written as 
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The above expression gives the relation between type-II DST and type-I DHT. The (N -1) output components of 

DST-II can be realized from DHT-I using (22). The data flow diagram for computation of DST-II from DHT-I 

using (22) is shown in Fig.1. 

 
Fig.1. Data flow diagram for computation of DST-II from DHT-I. 

 
III. CONCLUSION 

In this paper, an expression for finding DST-

II from DHT-I for even transform length N has been 

derived. The (N -1) output components of DST can 

be realized from DHT by this method. The data flow 

diagram for realization DST-II from DHT-I is shown. 
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