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Abstract- 
 Captions in videos provide rich 

semantic information the contents of the video can 

be clearly understand with help of the captions. 

Without even seeing the video the person can 

understand about the video by knowing the 

captions in the video. By considering these reasons 

captions extraction in videos become an important 

prerequisite. In this paper we use a stroke filter, 

the stroke filter identifies the strokes in the video 

and usually caption regions have strokes such that 

the strokes identified belongs to captions by which 

the captions are detected. Then the locations of the 

captions are localized. In the next Step the caption 

pixels are separated from the background pixels. 

At last a post processing step is performed to 

check whether the correct caption pixels are 

extracted. In this paper a step by step sequential 

procedure to extract captions from videos is 

proposed. 

 

Keywords-stroke filter, caption detection, caption 

extraction,caption pixels 

I. INTRODUCTION 
 Video processing is a particular case 

of signal processing, which often employs video 

filters and where the input and 
output signals are video files or streams. The use of 

digital video is becoming widespread all over the 

place, extending throughout the world. Captions in 

videos provide rich semantic information which is 

useful in video content analysis, indexing and 

retrieval, traffic monitoring and computerized aid for 

visually impaired. Caption extraction from videos is a 

difficult problem due to the unconstrained nature of 

general-purpose video. Text can have arbitrary color, 

size, and orientation. Backgrounds may be complex 

and changing. The previous caption extraction 
method considers each video frame as an independent 

image and it extracts caption from each video frame. 

However, captions occurring in video usually persist 

for several seconds. Consider if a movie played by 30 

frames per second contains large number of video 

frames and if each video frame is considered as an 

independent image it takes more time and the same 

captions may be extracted again and again [5].To 

overcome this disadvantage in our method we 

consider the temporal feature in videos such that the 

time interval in which same caption is present and  

 

then caption extraction is carried out. By considering 

temporal feature approach the computational load is 
reduced and more accurate captions are extracted. 

The proposed caption extraction method consists of 

three important steps. They are caption detection, 

caption localization and caption segmentation. For 

caption detection we use stroke based detection 

method rather than edge, corner or texture based 

detection because sometimes background has dense 

edges so background edges may have been mistaken 

as that of caption edges in this kind of situation edge 

based detection doesn’t works well, If the 

background has densely distributed corners corner 

based detection doesn’t suits and in texture based 
detection we must previously know about the texture 

of the captions [4]. Therefore stroke filter is used 

because captions only Have stroke like edges. For 

caption localization spatial-temporal localization is 

used whereas the previous methods used DCT 

algorithm [7] .The drawback of DCT algorithm is 

that it doesn’t considers the time interval of the 

captions so the same captions are found again and 

again. For caption segmentation we use spatial-

temporal segmentation, the previous methods used 

only temporal segmentation [11]. The disadvantage 
of the previous method is that there are many types of 

close up and medium shots make it difficult to 

accurately distinguish them, it involves many 

complex steps and does not handle false positives due 

to camera operations, whereas the proposed system 

aims to guarantee each clip contains same caption, so 

that the efficiency and accuracy of caption extraction 

is greatly improved. 

 

II. PROPOSED APPROACH 

 The proposed approach is a step by step 
sequential procedure to extract captions from videos. 

The proposed system functions as follows  
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Fig .1Steps in proposed system 

 

A. Caption Detection 

A stroke filter is used to extract captions from videos. 

The stroke filter identifies the stroke like edges in the 
captions. Strokes of a pen or brush are the 

movements or marks that we make with it when 

writing or painting. The stroke filter which can detect 

the strokes in video images is designed as follows. 

First, we define a local image region as a stroke-like 

structure, if and only if, in terms of its intensities,(1) 

it is different from its lateral regions(2) its lateral 

regions are similar to each other (3) it is nearly 

homogenous. By using stroke filter the stroke like 

edge pixels are denoted by 1 and the remaining pixels 

are denoted by 0[17].The stroke like edge pixels are 
taken as contours. Sometimes the edge pixels may 

also come from complex background so to 

differentiate the caption pixels from edge pixels we 

use some techniques they are (i)the strokes always 

have a range of height and width which depend on 

the size of the characters and length and width of 

characters in captions may not be too long. Let w(ci) 

and h(ci) denote the width and height of minimum 

enclosing rectangle(MER) of contour ci, if 

W(ci)<=threshold1,h(ci)<=threshold2                         

(1) 

Where the thresholds are chosen based on the size of 
characters to be detected. If  the above condition (i) is 

not satisfied the contour ci is removed as non stroke 

edges in complex background.(ii)for each contour the 

gradient direction Õk has to found out. The gradient 

Õk is quantized into four values based on horizontal, 

vice-diagonal, vertical, main diagonal directions. 

Then each contour is broken down into several sub 

contours based on their connectivity and gradient 

direction [1]. Then each where the thresholds are 

chosen based on the size of characters to be detected. 

If  the above condition (i) is not satisfied the contour 
ci is removed as non stroke edges in complex 

background.(ii)for each contour the gradient direction 

Õk has to found out. The gradient Õk is quantized into 

four values based on horizontal, vice-diagonal, 

vertical, main diagonal directions. Then each contour 

is broken down into several sub contours based on 

their connectivity and gradient direction. Then each 
sub contour must contain a parallel edge with the 

same gradient direction in a specified interval 

depending on the width of character strokes.                                                                                            

 
Fig.2 quantize Õk into four values 

 
Fig. 3 subcontours in the character K 

 

If a contour does not satisfy the above mentioned two 

conditions it is removed as non stroke edge and the 

edge doesn’t belongs to captions [12]. If contour 

satisfies the above mentioned conditions it is 

considered as stroke like edge pixels and thus the 

captions are detected.  

B. Caption Localization 

There are two types of caption localization is 
performed. They are spatial localization and temporal 

localization Spatial localization involves finding the 

location of the caption in the video frame. Temporal 

localization involves finding the time interval in 

which the captions are found in consecutive video 

frames. 

 1)Spatial localization-We use SVM classifier to 

identify the location of the caption in the video 

frame. Compared with other classifiers such as neural 
network and decision tree, support vector machine 

(SVM) is easier to train and has better generalization 

ability. Therefore, we use the SVM classifier and 

choose radial basis function (RBF) as kernel function 

of this SVM classifier. The basic idea of SVM is to 

implicitly project the input space onto a higher 

dimensional space where the two classes are more 

linearly separable. Given the caption candidate 

produced by the caption detection module, we  first 

normalize it to a height of 15 pixels height and 

corresponding resized weight. Then, we use a sliding 

window with 15X15 pixels to generate several 
samples[14]. We use the trained SVM classifiers to 

classify each of these samples and fuse the results. 

The SVM output scores of theses samples are 

averaged. If the average is larger that a predefined 

threshold, then the whole text line is regarded as a 

text line, otherwise it is regarded as a false alarm. We 

Caption detection 

Caption  

Segmentation 

Caption localization 
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set the threshold value as 0.3 based on the trade-off 

between the false acceptance rate (FAR) and false 

rejection rate (FRR).  

2)Temporallocalization-Temporal localization 
involves identifying the time interval of the captions. 

It identifies the consecutive frames that containing 

the same caption and forms a clip with caption or a 

clip with no caption   St1,t2(x,y)=∑( Et1(x,y) ^Et2(x,y))                      

(2) 

The logical AND operation is performed to find out 

whether the consecutive frames containing the same 
captions. If the result is 1 the both edge pixels are 

same otherwise the edge pixels are different. All the 

edge pixels of consecutive frames are performed 

logical AND operation to check whether the frames 

contains captions. If the frames containing same 

captions are identified then they are combined to 

form a clip[16]. The more important thing related to 

temporal localization  is that whether the clip 

generated contains captions ,since only the clips 

containing captions are meaning full for the 

subsequent computation[8]. If the consecutive frames 

does not contain captions they form a clip with no 
caption. Consider consecutive video frames It1(x,y), 

It2(x,y), It3(x,y)…..... It(k-1)(x,y) does not contain 

captions but frame Itk(x,y) contains caption then 

frames It1(x,y) to It(k-1)(x,y) will form a clip with no 

caption. So no further computation has to be carried 

out in clip containing no caption. 

C. Caption Segmentation 
The caption segmentation involves separating the 

caption pixels from pixels in caption region located. 

A color based approach is used to extract the caption 

pixels. It is based on the idea that usually caption 

pixels are of same color and the color of the caption 

pixels is different from that of background pixels. 

Mostly the color of the captions will be same over 

different video frames. After getting the color models 
of the caption pixels, the probability of each pixel in 

the image to caption pixel can be calculated[21]. 

According to the probability, most of the caption 

pixels can be segmented from the background. 

Another method is that partition the RGB color space 

into 64 cubes. We exploit the temporal homogeneity 

in color of caption pixels to filter out from 

background pixels. Let Bt1(x,y),Bt2(x,y)........Btn(x,y) 

be the pixels of the video frame of the clip containing 

captions. By performing logical AND operation of 

the pixels we can identify the pixels of the captions 
and the background because the caption pixels have 

more population than the background pixels.  

Bt1(x,y)^Bt2(x,y)^........Btn(x,y)                      

(3) 

Thus the captions are extracted from the videos. 

D. Refining 

The captions which have extracted may have some of 

the background pixels or some of the caption pixels 
may be in the background itself. So refining of 

captions extracted must be carried out to get the 

accurate captions. The sliding window protocol is 

used to refine the segmentation results . we choose an 

8 by 8 window as sliding window size[18]. A number 
of caption pixels in sliding window is checked 

against a threshold value. If the number of the 

caption pixels exceeds a threshold value, then it 

implies that some of background pixels are with the 

caption pixels so again segmentation is to carried out 

to get the accurate captions[20].  

 

These sequential steps are performed to extract 

captions from video. 

 

III. DATA FLOW DIAGRAMS 
A. Context Level Dfd 

 

  

 

         

         

         
    

B. Level 1 Dfd Of Caption Detection  

         

         

         

         

         

       

 

 

 
 

 

 

 

 

 

    

C. Level 1 DFD Of Caption Localization   
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D.Level 1 DFD Of Caption Segmentation 

         

         

         
         

         

         

         

         

         

         

         

         

         

         
         

         

         

         

         

         

         

 

These are the data flow diagram of the proposed 

approach. 

 

IV. EXPERIMENTAL EVALUATION 
 The datasets that may be chosen as 

movies, news, sports, talk shows and entertainment 

shows. In our experiment we use dataset as movies 

and sports video. We evaluate  the performance of 

the proposed system based on three factors. They are 

based on temporal localization, spatial localization 

and segmentation of captions. For experiments we 

take 50 sample videos. We extract captions from this 

videos and we identify the precision and recall.  
 

A.Temporal Localization 

 Evaluating the performance of temporal localization 

is an important factor because computations are 

carried out after the temporal localization .Two 

metrics are used for the evaluation of temporal 

localization. They are(1)Precision(2)Recall. 

PrecisionPtem=Nc/Nd 

RecallRtem=Nc/Ng 

 Where Nc denotes the number of boundaries 

correctly detected , Nd denotes the number of 
boundaries output by the system, Ng denotes the 

number of ground truth boundaries .The ground truth 

boundaries involves three cases .They are (i) from  a 

caption to a different caption  

 (ii) from no caption to a caption (iii) from a caption 

to no caption. The comparison of two temporal 

localization methods in different dataset  is given as 

Thus the stroke filter method has more excellent 

performance than the other two methods with the 

increase of 8.6%,8.5% in Ptem and 0.53%,7% in  Rtem. 

 

 

 

B.Spatial Localization 

The performance of spatial localization is measured 

on the definition that a correct localization rectangle 

is counted if  and only if the intersection of a located 

text  rectangle(LTR) and a ground-truth text 

rectangle(GTR) covers at least 90% of their 

union.Recall Rloc=Nrc/Ntc  and precision Ploc=Nrc/Ngc 

where  

Nrc  number of text rectangles located correctly 

Ngc number of ground truth rectangle 

Ntc  total number of rectangles located by the 

proposed system.The performance of the proposed 

system is given by calculation is 

 R P 

Location  Rloc=40/50=0.8 Ploc=48/50=0.96 

` ``  

C. Segmentation 

The failure of segmentation results occur due to two 

important reasons. They are (i)due to the incorrect 

localization that is some part of the caption is outside 

the bounding box or the entire part of the caption is 
not inside the bounding box (ii) if the background is 

of same color of that of pixels segmentation may 

result to some amount of failure. Two metrics are 

used for evaluation of segmentation performance 

.They are Rseg and Pseg. Recall Rseg=Nrp/Ngp  and 

precision Pseg=Nrp/Ntp where  

Ntp  number of text pixels segmented by the system 

Ngp number of text pixels  ground truth  

 

 

 R P 

Segmentation Rseg=42/50=0.84 Pseg=46/50=0.92 

 

The experimental results of our proposed method 

implemented in sports video is 
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Fig. 4 input video 

 

 
Fig .5 stroke edge detection 

 

 
Fig .6 localization 

 
 

Fig .7 Extraced Captions 

 

IV. CONCLUSION 
Our proposed system performs step by step 

sequential procedure to extract captions from videos. 

This method is simple, efficient and flexible. A 

stroke like edge detector based on contours is used, 

which can effectively remove non-caption edges 

introduced from complex background and greatly 
benefit the follow-up spatial and temporal 

localization processes. This paper can be further 

developed by using optical character recognition 

module to identify each character in the captions. 

This method is used in the traffic monitoring in such 

a way that a video camera is located at each 

checkpoint which records the video of all the vehicles 

crossing that checkpoint .So when vehicles violate 

traffic rules the number of that vehicle can be 

identified extracting the captions(number plate) from 

the video recorded in the checkpoint.Thus the method 
is used in the traffic monitoring. 
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