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ABSTRACT 
Swarm intelligence (SI) is widely used in 

many complex optimization problems. It is a 

collective behavior of social systems such as 

honey bees (bee algorithm, BA) and birds 

(particle swarm optimization, PSO). This paper 

presents a detailed overview of Particle Swarm 

Optimization (PSO), its variants and 

hybridization of PSO with Bee Algorithm (BA). 

This paper also surveys various SI techniques 

presented by the researchers. The objective is to 

utilize the capability of this technique for 

document clustering which will be utilized to 

solve the issues of clustering by applying 

modifications to the Bee Algorithm and Particle 

Swarm Optimization. 
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I. INTRODUCTION 

Clustering is an important unsupervised 

classification technique. In clustering, a set of 

patterns, usually vectors in a multi dimensional 

space, are grouped into clusters in such a way that 

patterns in the same cluster are similar in some 

sense and patterns in different clusters are dissimilar 

in the same sense. For this it is necessary to first 

define a measure of similarity which will establish a 

rule for assigning patterns to the domain of a 

particular cluster centre. One such measure of 
similarity may be the Euclidean distance D between 

two patterns x and z defined by D=(x-z) [1]. Smaller 

the distance between x and z, greater is the 

similarity between the two and vice versa. Several 

clustering techniques are available in the literature. 

Some like the widely used K means algorithm, 

optimize of the distance criterion either by 

minimizing the within cluster spread (as 

implemented in this article), or by maximizing the 

inter-cluster separation. Other techniques like the 

graph theoretical approach, hierarchical approach, 
etc., are also available which perform clustering 

based on other criteria. The concept of clustering 

has been around for a long time. It has several 

applications, particularly in the context of 

information retrieval and in organizing web 

resources. The main purpose of clustering is to  

 

 

 

 

locate information and in the present day context, to 

locate most relevant electronic resources. The 

research in clustering eventually led to automatic 

indexing to index as well as to retrieve electronic 

records. Clustering is  a  method  in  which  we  

make cluster  of  objects  that  are  somehow  similar  
in characteristics. The ultimate aim of the clustering 

is to provide a grouping of similar records. 

Clustering is often confused with classification, but 

there is some difference between the two.  In  

classification  the  objects  are assigned  to pre  

defined  classes, whereas  in  clustering  the classes 

are formed. The term “class” is in fact frequently 

used as synonym to the term “cluster” [1]. Extensive 

studies dealing with comparative analysis of 

different clustering methods suggest that there is no 

general strategy which works equally well in 
different problem domains. However, it has been 

found that it is usually beneficial to run schemes that 

are simpler, and execute them several times, rather 

than using schemes that are very complex but need 

to be run only once. An intuitively simple criterion 

is the within cluster spread, which, as in the K-

means algorithm, needs to be minimized for good 

clustering. However, unlike the K-means algorithm 

which may get stuck at values which are not 

optimal, the proposed technique should be able to 

provide good results irrespective of the starting 

configuration [2]. Document clustering is the 
process of grouping document into a number of 

clusters. The goal of document clustering is to make 

the data in the same cluster share a high degree of 

similarity while being very dissimilar to document 

from other clusters [3]. 

 

Swarm Intelligence and GA for Clustering: 
Swarm Intelligence (SI) is a computational 

intelligence technique to solve complex real world 
problems. It involves the study of collective 

behavior of individuals in population. The 

individual interact locally with one another and with 

their environment in a decentralized control system. 

The term SI has come to represent the idea that it is 

possible to control and manage complex systems of 

interacting entities even though the interactions 

between and among the entities being controlled is, 

in some sense, minimal [4]. This notion therefore 

lends itself to forms of distributed control that may 

be much more efficient, scalable and effective for 
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large, complex systems. The underlying features of 

SI are based on observations of social insects. Ant 

colonies and beehives, for example, have the 

interesting property that large numbers of them 

seem to conduct their affairs in a very organized 

way with seemingly purposeful behavior that 

enhances their collective survival. Swarm 
intelligence, as demonstrated by natural biological 

swarms, has numerous powerful properties desirable 

in many engineering systems, such as network 

routing [5]. Swarm Intelligence (SI) is the property 

of a system whereby the collective behaviors of 

(unsophisticated) agents interacting locally with 

their environment cause coherent functional global 

patterns to emerge. SI provides a basis with which it 

is possible to explore collective (or distributed) 

problem solving without centralized control or the 

provision of a global model. 

 
Genetic Algorithms are a family of 

computational models inspired by evolution. These 

algorithms encode a potential solution to a specific 

problem on a simple chromosome-like data structure 

and apply recombination operators to these 

structures as to preserve critical information. 

Genetic algorithms are often viewed as function 

optimizer, although the ranges of problems to which 

genetic algorithms have been applied are quite 

broad. An implementation of genetic algorithm 

begins with a population of (typically random) 
chromosomes. One then evaluates these structures 

and allocated reproductive opportunities in such a 

way that these chromosomes which represent a 

better solution to the target problem are given more 

chances to `reproduce' than those chromosomes 

which are poorer solutions. The 'goodness' of a 

solution is typically defined with respect to the 

current population [6]. 

 

Genetic algorithms (GAs) are randomized 

search and optimization techniques guided by the 

principles of evolution and natural genetics. It is 
having a large amount of implicit parallelism. GAs 

perform search in complex, large and multimodal 

landscapes, and provide near-optimal solutions for 

objective or fitness function of an optimization 

problem. In GAs, the parameters of the search space 

are encoded in the form of strings (called 

chromosomes). A collection of such strings is called 

a population. Initially, a random population is 

created, which represents different points in the 

search space. An objective and fitness function is 

associated with each string that represents the 
degree of goodness of the string. Based on the 

principle of survival of the fittest, a few of the 

strings are selected and each is assigned a number of 

copies that go into the mating pool. Biologically 

inspired operators like cross- over and mutation are 

applied on these strings to yield a new generation of 

strings. The process of selection, crossover and 

mutation continues for a fixed number of 

generations or till a termination condition is 

satisfied. Recently, an application of GAs has been 

reported in the area of (supervised) pattern 

classification in RN for designing a GA-classifier. It 

attempts to approximate the class boundaries of a 

given data set with a fixed number (say H) of hyper-
planes in such a manner that the associated 

misclassification of data points is minimized during 

training. When the only data available are unlabeled, 

the classification problems are sometimes referred 

to as unsupervised classification [7]. 

 

Particle Swarm Optimization (PSO) is very 

popular SI algorithm for global optimization over 

continuous search spaces. Since its advent in 1995, 

PSO has attracted the attention of several 

researchers all over the world resulting into a huge 

number of variants of the basic algorithm as well as 
many parameter automation strategies [7]. Solving 

an optimization problem is one of the common 

scenarios that occur in most engineering 

applications. It is a stochastic-based search 

technique that has its roots in artificial life and 

social psychology, as well as in engineering and 

computer science. The concept of Particle Swarms, 

although initially introduced for simulating human 

social behaviors, has become very popular these 

days as an efficient search and optimization 

technique. The Particle Swarm Optimization (PSO), 
as it is called now, does not require any gradient 

information of the function to be optimized uses 

only primitive mathematical operators and is 

conceptually very simple [8]. 

 

The original PSO method is a population-

based optimization technique, where a population is 

called a swarm. Every particle in swarm is 

analogous to an individual “fish” in a school, and it 

can be seemed a swarm consists of N particles 

moving around a D-dimensional search space. Every 

particle makes use of its own memory and 
knowledge gained by the swarm as a whole to find 

the best solution. The pBestPosition(p,i) is 

introduced as the best previously visited position of 

the ith particle. The gBestPosition(i) is the global 

best position of the all individual pBestPosition(p,i) 

values. The position of the ith particle is represented 

by R (p,i) =  xMin + (xMax-xMin) * rand; and its 

velocity is represented as V(p,i) =  vMin + (vMax-

vMin) * rand. The position and velocity of the ith 

particle are updated by pBestValue (p) and 

gBestValue in each generation. Then, the movement 
of each particle naturally evolves to an optimal or 

near-optimal solution. The update equations can be 

formulated as:  

R (p,i) = R(p,i) + V(p,i)                 

       (1) 
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V(p,i)= V(p,i) + w*(rand * C1 * (pBestPosition(p,i)-

R(p,i)) + rand * C2 * (gBestPosition(i) - R(p,i)))   

        (2)                             

Where rand is random number between (0, 1); C1, 

C2 are learning factors. V (p,i) denote the velocity 

of the particle, R(p,i) is a updated particle position. 

Bee algorithm (BA) is an optimization algorithm 
inspired by the natural foraging behavior of 

honeybees (Eberhart, Shi, & Kennedy, 2001). BA 

requires the setting of a number of parameters, 

including number of scout bees (n), number of elite 

sites selected from n visited sites (e), number of best 

sites out of n visited sites (b), number of bees 

recruited for elite e sites (n1), number of bees 

recruited for best b sites (n2), number of bees 

recruited for other visited sites (r), and 

neighborhood (ngh) of bees dance search and 

stopping criterion [8][9].  

 
The bee algorithm is a population-

based search algorithm first developed in 2005. It is 

based on the food foraging behavior of swarms of 

honey bees. In its basic version, the algorithm 

performs a kind of neighborhood search combined 

with random search. It can be used for 

both combinatorial optimization and functional 

optimization. A colony of honey bees can extend 

itself over long distances (up to 14 km) and in 

multiple directions simultaneously to exploit a large 

number of food sources. A colony prospers by 
deploying its foragers to good fields. In principle, 

flower patches with plentiful amounts of nectar or 

pollen that can be collected with less effort should 

be visited by more bees, whereas patches with less 

nectar or pollen should receive fewer bees. The 

foraging process begins in a colony by scout bees 

being sent to search for promising flower patches 

[11]. Scout bees move randomly from one patch to 

another. During the harvesting season, a colony 

continues its exploration, keeping a percentage of 

the population as scout bees. When they return to 

the hive, those scout bees that found a patch which 
is rated above a certain quality threshold (measured 

as a combination of some constituents, such as sugar 

content) deposit their nectar or pollen and go to the 

“dance floor” to perform a dance known as 

the waggle dance. This dance is essential for colony 

communication, and contains three pieces of 

information regarding a flower patch: the direction 

in which it will be found, its distance from the hive 

and its quality rating (or fitness). This information 

helps the colony to send its bees to flower patches 

precisely, without using guides or maps. Each 
individual’s knowledge of the outside environment 

is gleaned solely from the waggle dance. This dance 

enables the colony to evaluate the relative merit of 

different patches according to both the quality of the 

food they provide and the amount of energy needed 

to harvest it. After waggle dancing inside the hive, 

the dancer (i.e. the scout bee) goes back to the 

flower patch with follower bees that were waiting 

inside the hive. More follower bees are sent to more 

promising patches. This allows the colony to gather 

food quickly and efficiently. While harvesting from 

a patch, the bees monitor its food level. This is 

necessary to decide upon the next waggle dance 

when they return to the hive. If the patch is still 
good enough as a food source, then it will be 

advertised in the waggle dance and more bees will 

be recruited to that source.  

 

The clustering behavior can be classified 

into two stages: the global searching stage and the 

local refining stage. The global searching stage 

guarantees each particle searches widely enough to 

cover the whole problem space. The refining stage 

makes all particles converge to the optima when a 

particle reaches the vicinity of the optimal solution 

[3]. The hybrid PSO algorithm combines the ability 
of globalized searching of the PSO algorithm and 

the fast convergence of the K-means algorithm and 

avoids the drawback of both algorithms. 

A new way of integrating GA with PSO explored in 

the paper has shown better clustering performance 

not only on data sets but also on different documents 

[5]. PSO is one such method where global 

optimization is done. But the disadvantage of the 

PSO algorithm is, in PSO, when we select an initial 

population, say 10; we are constrained to the 10 

particles. 
 

In order to integrate BA global search 

ability with the local search advantages of PSO [8], 

the study proposes a new optimization hybrid swarm 

algorithm – the Particle-Bee Algorithm (PBA). It 

integrates the intelligent swarming behavior of 

honeybees and birds. The study compares the 

performance of PBA with that of genetic algorithm 

(GA), differential evolution (DE), bee algorithm 

(BA) and particle swarm optimization (PSO) for 

multi-dimensional benchmark numerical problems. 

The algorithm named as Genetic Bee Tabu K-means 
Clustering Algorithm (GBTKC) is a novel hybrid 

algorithm. In this algorithm, the benefits of K-means 

algorithm are used in order to improve its efficiency 

[13]. GBTKC is based on basic Honey Bee 

Algorithm (HBA) and a mixture of Genetic 

Algorithm (GA), Tabu Search (TS) and K-Means 

Method is used to design it. It does not stuck on 

locally optimal solutions. The quality of findings 

and answers provided by this algorithm is much 

better than those of the previous studied algorithms 

in subject literature. 
 

Gauss chaotic map adopts a random 

sequence with a random starting point as a 

parameter. It relies on the Gauss Chaotic map 

parameter to update the positions and velocities of 

the particles [14]. It provides the significant chaos 

distribution to balance the exploration and 

http://en.wikipedia.org/wiki/Search_algorithm
http://en.wikipedia.org/wiki/Combinatorial_optimization
http://en.wikipedia.org/wiki/Waggle_dance
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exploitation capability for search process. This easy 

and fast function generates a random seed processes, 

and further improve the performance of PSO due to 

their unpredictability. 

 

II. PROPOSED SYSTEM 
From the study of research done in SI, the 

proposed system is to hybridize PSO and BA [5]. 

There are two techniques for hybridization, namely, 

transitional technique and parallel technique. 

Transitional technique can be used for hybridization 

of PSO and BA. The idea is to integrate PSO and 

BA. The proposed algorithm can runs PSO for some 

time and then makes transitions to BA and runs BA 

for some time and transits back to PSO. 

There are two techniques for integrating P.S.O and 

B.A. 
 

Transitional Technique:  
This technique is used to integrate P.S.O and B.A. 

The algorithm runs P.S.O for some time and then 

makes a transition to B.A and it runs in B.A for 

some time and transits back to P.S.O. The steps are 

as follows: 

1. Select a population of size n randomly and 

initialize the population. 

2. Start with number of iterations equal to 

zero. 
3. Perform either B.A operations or P.S.O 

operations. 

4. Generate output of the algorithms. 

5. Evaluate fitness for each individual. 

6. Perform these transitions until termination 

condition is reached. 

7.  

Parallel Technique: 

In this parallel method, the population is 

divided into two parts and it is evolved with the two 

techniques respectively. The algorithm executes the 
two techniques simultaneously and selects user 

specified number of best individuals from each 

system exchanging after a user defined number of 

iterations. The individual with larger fitness value is 

more often selected. The steps are as follows: 

1. Select a population of size n randomly and            

Initialize the population. 

2. Evaluate fitness for each individual. 

3. If a termination criterion is not met, split 

the population to do selective reproduction and 

velocity updating. Depending on the algorithm 

employed. 
4. If algorithm used is B.A perform 

operations. Else perform personal best calculation. 

5. Repeat this process until final solution is 

reached. 

 

 

 
 

Figure 1: Flowchart for proposed Hybrid 

System 

The objective of the proposed system is to 

get the more optimum results for clustering using 

the hybridization of Particle Swarm Optimization 

and Bee Algorithm. The hybridization can overcome 

the drawbacks of both algorithms. In future, it can 

be applied on different datasets. 
 

III. CONCLUSION 

In this paper, a particle swarm optimization 

(PSO) algorithm, which using characterizes bird 

flocking or fish schooling behavior and Bee 

Algorithm (BA), which is based on food foraging 

behavior of swarms of honey bees, are studied to 

solve the clustering problem. Differing from many 

of the previously-proposed approaches, the PSO 
algorithm can be applied both when the number of 

clusters is known as well as when this number is 

unknown. Every particle makes use of its own 

memory and knowledge gained by the swarm as a 

whole to find the best solution. The proposed 

algorithm which will be utilized to solve the issues 

of clustering is the modified version of the basic Bee 

Algorithm and Particle Swarm Optimization. In 

future, it can be applied to solve other optimization 

problems. 
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