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Abstract: 
We consider three steps numerical 

integrator which is derived by collocation and 

interpolation of power series approximation 

solution to generate a linear multistep method 

which serves as the corrector. The corrector is 

then implemented in block method. We then 

propose another numerical integrator which is 

implemented in block method to serve as a 

constant order predictor to the corrector. Basic 

properties of the corrector viz, order, zero 

stability and stability interval are investigated. 

The new method was tested on some numerical 

examples and was found to give better 

approximation than the existing methods. 
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1 Introduction 
This paper considers method of solving 

general second order initial value problems of 

ordinary differential equation of the form  

),,,( ''' yyxfy  1,0,)( 00  kyxy kk
  

              
(1) 

Where f  is continuous within the interval of 

integration. 

Method of reduction of higher order 

ordinary differential equation to systems of first order 

ordinary differential equation has been discussed by 

many scholars. These authors suggested that the 

method increased the dimension of the resulting 

system of the first order; hence it wastes computer 

and human effort. Among such authors are [5, 9, 11]. 

Scholars later adopted predictor–corrector method to 
solve higher order ordinary differential equation 

directly. These authors proposed implicit linear 

multistep methods which serve as the corrector, the 

predictors proposed to implement this corrector are in 

reducing order of accuracy. These methods are 

developed by adopting different approximate solution 

such as Power series, Chebychev polynomial, 

Newton polynomial, Lagrange polynomial, Fourier  

 

 

 

series to mention few. The major disadvantage of this 

method is that the predictors are reducing order 
predictors hence it has a lot of effect on the accuracy 

of the method. Among authors that proposed 

predictor corrector method are [6, 7, 12]. Other 

setbacks of this method are extensively discussed by 

[7]. 

In order to cater for the setbacks of the 

predictor-corrector method, scholars adopted block 

method for direct solution of higher order ordinary 

differential equation. This method has the properties 

of being self starting and gives evaluation at selected 

grid points without over lapping. It does not require 

developing predictors or starting values moreover it 
evaluates fewer functions per step. The major setback 

of this method is that the interpolation points cannot 

exceed the order of the differential equation, hence 

this method does not exhaust all interpolation points 

therefore methods of lower order are developed. 

Among these authors are [1, 7, 9, 10, 15, 13, 14, 15, 

16]. Scholars later adopted block predictor-block 

corrector method to cater for some of the setbacks of 

block method. They proposed a method which is 

capable of exhausting all the possible interpolation 

point as the corrector and then proposed a constant 
order predictor using block method. The method 

forms a bridge between the predictor-corrector 

method and the block method. Among these authors 

are [2, 3, 4]. The major setback of this method is that 

the evaluation at selected points are overlapping 

hence the behaviour of the dynamical system at 

selected grid points cannot be mentioned.  

In this paper, we proposed a method in 

which the corrector is implemented in block method; 

hence this method gives evaluation at selected grid 

points without overlapping. 

 

2 Methodology 
2.1 Development of the block corrector| 

We consider a power series approximate solution of 

the form 







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)(
sr

j

j

j xaxy     

             

(2) 

Where 𝑟 and 𝑠 are the number of collocation and 

interpolation points respectively. 
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The second derivative of (2) gives 







1

2

2'' )1(
sr

j

j

j xajjy    

            

(3) 

Substituting (3) into (1) gives 







1

2

2' )1(),,(
sr

j

j

j xajjyyxf   

           

(4) 

Collocating (3) at rnx  , 3)1(0r and interpolating 

(2) at ,snx  2)1(0s  gives a system of non linear 

equation of the form  

BAU       

            

(5) 
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Solving (5) for sa j ' , using Gaussian 

elimination method and substituting back into the 
approximate solution, gives a continuous linear 

multistep method. 
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Where the coefficient of jny  and jnf   gives 
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Evaluating (6) at 4t gives  
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Evaluating the first derivative of (6) at 1,0t  gives  
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Writing (7)-(9) in block form and solving for the 

independent solution at selected grid points gives 

)()(')0(

mnnnm YbFydfcyeyYA   

         

(10) 

Where  Tnnnm yyyY 321 ,, 

  Tnnnn yyyy ,, 21 

  Tnnnn yyyy '

1

'

1

' ,,   

 Tnnnn fffyf ,,)( 21 

  Tnnnm fffYF 321 ,,)( 
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2.2 Development of Block predictor 

[7] developed 3 steps block method of the form (10) 

which is writing explicitly to give  
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For the derivation and analysis of the block predictor, 

readers are referred to [7]. 

 

2.3 Implementation of the Method 

Given the general block formula proposed by [7] in 

the form 

)()( mnnm YFbhydfheyY     

                

(11) 

We then proposed a prediction equation of the form  

),(
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n
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nm yFheyY 






 

 
  

                                       (12) 

Where 2  is the order of the differential 

equation. In this paper, .2m

nyn yyxf
dx

d
yF ),,()( '



  Substituting (10) 

into (11) gives  
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Writing (10) as 

)()( *2*'**

mnnnm YbFyfhdchyyeY   

                    

(14) 

Substituting (13) in to (14) gives 

)()(2*'**

mnnnm YbFyfhdchyyeY   

                  

(15) 

Equation (15) is our block predictor-block 

corrector method. 

 

4.0 Analysis of basic properties of the method 
4.1 Order of the method 

We define a linear operator on the block (10) to give 

ℒ 𝑦 𝑥 : ℎ =

)()()( ')0(

mnnnm YbFydfchyeyYAxy 
                 (16) 

Expanding (16) in Taylor series gives  

ℒ 𝑦 𝑥 : ℎ = 𝑐0𝑦 𝑥 + 𝑐1ℎ𝑦
′ 𝑥 + 𝑐2ℎ

2𝑦′′ 𝑥 +
⋯+ 𝑐𝑝ℎ

𝑏(𝑥)  

Definition: the block (10) and associated linear 

operator are said to have order 𝑝 if 

0... 1210  pcccc and 02 pc . The 

term 2pc is called the error constant and implies that 

the local truncation error is 
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Hence the block (10) has order five with error 
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4.2 Zero Stability 

A block method is said to be zero stable if as 0h , 

the root kjrj )1(1;   of the first characteristic 

polynomial 0)( R  that is 

  0det)( 1)0(   kRAR satisfying 1R  
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and for those roots with 1R must have 

multiplicity equal to unity {see [9] for details} 
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5.0 Numerical Experiments 
 We test our method with second order initial value 

problems. 

Problem 1: Consider a non linear initial value 

problem 

,0)'(''  yxy  1)0( y , 
2

1
)0(' y , 01.0h  
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2

2
log
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This problem was solved by [1] where a block of 

order four was proposed for 
32

1.0
h  and [7] where 

a 3 steps block method was proposed for the same 

step size. The result is shown in table I 

Problem II: We consider a highly oscillatory test 

problem 

0'' 2  yy   , where 2 , with initial condition 

01.0,2)0(',1)0(  hyy  

Exact solution; xxxy 2sin2cos)(   

We compare our result with [7] where a block 

method with step length of three was proposed 

Table I for problem I 

x Exact result 
Computed 

result 

Erro

r 

Erro

r in 
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9278624 

1.33

00(-

13) 
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Table II for problem II 

 
 

Conclusion: 
We have proposed a 3 steps block predictor- 

block corrector method in this paper. This method 

has addressed some of the setbacks of block predictor 

corrector method proposed by [2, 3, 4]. The result has 

shown clearly that our method gives better 

approximation than the existing method. 
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