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Abstract

The purpose of this research is to give an
idea about Euclidean distance and cosine measure
based on Arabic documents collection, and gives
the comparison points between those measures.

The most common points to compare are
the system performance with these two measures
by give the attention on time, space and
recall/precision evaluation measures. The time
measure represents the time needed to retrieve the
relevant documents to specific query. On the other
hand, space represents the capacity of memory
needed for reach the results. Then at last find the
recall/precision the saw the effectiveness of the
system.

A collection of 242 Arabic Abstracts from
the proceeding of the Saudi Arabian National
Computer Conferences, and tested the system
with a lot of sample queries to see that its work go
correctly. Note: the index terms used in full words
after removing the stop words, to reach better
results by the exact matches.

The results have proved that the
Euclidean distance had exact accuracy in
compared the cosine measure that theoretically
exact, but suffers from rounding errors. However,
the comparison of time complexity of the two
measures we found them the same define as O(N).
Note the time for calculate the cosine measure
equation need more time and space than the
Euclidean distance although the complexity time
is the same for both.

Keywords: IR, Vector space model, ranking
algorithm, Euclidean distance, Cosine measure.

Introduction

Information Retrieval (IR) is a field devoted
primarily to efficient, automated indexing and
retrieval of documents. There are a variety of
sophisticated techniques for quickly searching
documents with little or no human intervention. [6]
Traditional information retrieval systems usually
adopt index terms to index and retrieve documents.
An index term is a keyword (or group of related
words) which has some meaning of its own (i.e.
which usually has the semantics of the noun). [1]
That’s mean in a simple way an words which appears
in the text of a document in a collection and its
fundamental for information retrieval task to help the
users to find the information which they need in an
easy way.

So the information retrieval systems issue is
predicting which documents are relevant and which
are not. Such a decision is usually dependent on a
ranking algorithm which attempts to establish a
simple order of the document retrieved. Documents
appearing at the top of this ordering are considered to
be more likely to be relevant.

A ranking algorithm operates according to
basic premises (evidences, principle, ideas,
foundations, grounds) regarding the nation of
document relevance. Distinct sets of premises yield
distinct information retrieval models. One of the IR
models is vector space model.

The Vector Space Model (VSM) is a
popular  to  Information  retrieval  system
implementation which it based on the idea of
represented documents by vectors (arrays of
numbers) in a high-dimensionality vector space. To
look deeply in the vector space model read the next
section.

Vector Space Model

The vector model defines a vector that
represents each document, and a vector that
represents the query [9]. There is one component in
each vector for every distinct term that occurs in the
document collection. Once the vectors are
constructed, the distance between the vectors, or the
size of the angle between the vectors, is used to
compute a similarity coefficient [2].

Consider a document collection with only
two distinct terms, a and B. All vectors contain only
two components. The first component represents
occurrences of a, and the second represents
occurrences of B. The simplest means of constructing
a vector is to place a one in the corresponding vector
component if the term appears, and a zero, if the term
does not appear. Consider a document D1, that
contains two occurrences of term a and zero
occurrences of term b. The vector, represents this
document using a binary representation. This binary
representation can be used to produce a similarity
coefficient, but it does not take into account the
frequency of a term within a document. By extending
the representation to include a count of the number of
occurrences of the terms in each component, these
frequencies can be considered [2].

Early work in the field used manually assigned
weights.  Similarity coefficients that employed
automatically assigned weights were compared to
manually assigned weights. Repeatedly, it was shown
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that automatically assigned weights would perform at
least as well as manually assigned weights [9].

Euclidean Distance

Around 300 BC, the Greek mathematician
Euclid laid down the rules of what has now come to
be called "Euclidean geometry", which is the study of
the relationships between angles and distances in
space. [4]

Euclidean distance is a measure to find the
distance between the query and the document.
The reader can see the formula of Euclidean distance
later on (in the section of The Algorithm).

Cosine Measure

Cosine measure: one of the similarity
measures of VSM which represents the documents is
closest to the query (user request).

Thus a cosine value of zero meant that the
query and document vector were orthogonal to each
other and meant that there was no match or the term
simply did not exist in the document being
considered.

The reader can see the formula of Cosine Measure
later on (in the section of the Algorithm).

The Algorithm:

1- The frequency of each term is found and a
preliminary document vector is formed.

2- The document vectors are normalized using the
below formula:

co-ordinate of the wvector is = ( term 1
frequency ) / sqrt [ ( term 1 freq )? + (term 2 freq
Y +....+ (term n freq )? ]

3- Similarly all the other co-ordinates of the
document vector and query (Note: The query is
also treaded as a document) are calculated. Note
that the co-ordinate= weight of the terms.

4- Find the Euclidean distance

The Euclidean distance formula is used then to
calculate the distance between the query and the
document.

E.D (D, Q)= sqrt [Y (t- k) ’]

5- find the Cosine measure
The Cosine Measure formula is used to calculate the
cosine measure between the query and the
document.
C.MD,Q)= Y () / [ sqrt( Y(t)* ) * sqrt(
(@)1

6- The results are then ranked. For the Euclidean
Distance (E.D) ranking is done from lowest
distance to highest distance (i.e. lowest E.D are
placed first).

For the Cosine Measure (C.M) ranking is done from

highest value to the lowest value. (i.e. highest C.M

are placed first).

The reason for this: If the angle between the vectors

is small they are said to be near each other and a

small angel means a high cosine value (for Ex: cos 0°
=] 1)

7- At last check the effectiveness of the
system by measuring the Accuracy (recall/precision).

Measuring Accuracy

Accuracy of an Information Retrieval
System is commonly measured using the metrics of
precision and recall. These are defined in Equation
one below. Precision is the measure of how much
junk (non-relevant) documents get returned for each
relevant one. Recall is the measure of how many of
the relevant documents were found no matter what
else was found. These measures assume a prior
knowledge of which documents are relevant to each

query. [2]

Precision= number of relevant document retrieved/
Total # of retrieved document

Recall=number of relevant document retrieved/ Total
# of relevant document
Equationl:

Precision and recall

Definition

Results
We can see the results that reached from the
comparison:

Measure Name Description Data Structure | Accuracy(Theoreti | Theoretical
cal) time

complexity
Cosine Measure A simple brute force algorithm that | Linked list of | Theoretically O(N)

calculates the Cosine measure between the
query profile and all profiles in the system,
and then returns a list of the best matching
ones documents. For the cosine measure to
work all profiles must be unit length, and
therefore they must be normalized first.
This can be done as a one time
preprocessing step so it does not impose too
severe an overhead. Unfortunately reduction
does not preserve unit length and therefore

all  document
profiles

exact, but suffers
from rounding
errors, because of
excessive
normalizing steps
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every time a profile is reduced, it needs to

be normalized again. These repeated
normalization operations cause
computational costs and reduce the

accuracy of this method.

Euclidean distance | A very simple brute force algorithm that | Linked list of | Exact O(N)
calculates the Euclidean distance from the | all document
query profile to all profiles in the system, | profiles
and then returns a list of the best matching
Oones.
To Focus at Accuracy in this information retrieval 400
system, see the graph:
3001
%)
<
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Measure
000 10000 15000 20000 24200
Euclidean
distance Number of documents
— - Figure 2: space requirement
Recall Conclusion
Through the theoretical analysis and
Figure 1: Recall\precision using 50 Query as a experimental results: for the normalized data,

sample

To know more about the space which is used
by the system during the testing at the documents -
see below graph

Euclidean distance and cosine measure becomes even
more similar.

The cosine measure suffers from rounding
error because of excessive normalizing steps. Note
the repeated of normalization operations cause
computational costs, so the looking for a normalized
data without any need to do normalization operation
on them to reach the best results without any
rounding error.
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In future work, the plan to extend this project to
analyze other distance measures, such as Manhattan
distance, Chebishov distance, power distance ...etc.
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Appendix A
The following are the queries used to test the system:

QLAY ol alasiad
Q2:1le slaall & ls yiud
Q3:adaadll 53,1V
Qa:adadll 5yl
Q5 5 e )

Q61 ulall Baclisay aalal)
Q7 sl ddas 53 aslail
Q8. Y sl

Q95 sall cilulal

QL0 all daliial) ciluudall
Qlladxill 5 asudall
Q125 yeall 5 zmall
Q13;‘"ﬁ)’1\ ayall

Q141 slaall ik gl) Aol
Q152 !l il
QLEALISA il )
Q17,2 libual 1S3

QI8! ¢Sl
QL9 el

Q2051 ¢ yall

Q21 el LKl

Q22 mydall el

Q233 -l 41l

Q24555 SV Ayl

Q25 sl Ay yall ASLed)
Q263 idl 2l all

Q272 il
Q28:clbogleall ol

Q29:aVl ol dolnsl
Q30: VI cawll ol
Q31:aVl oluwll deo
Q32:0logleoll Jgiy
Q33u.uJL}J| .)l_g.a N
Q34:dy el dlazdl cuS s

Q35 jiguaSl wlaulas
Q36:z0ll =i

Q37:aVl ol oy,
Q39 59uasdl pulsi
Q40:clogleall dss
Q41 VI I dawley JSVI jues
Q42:5¢2w o)l deol>
Q43552 ue ol d2ol>
Q444,002 Oluwl=l dueo>
Q45: VI cawll ol
Q46: o luw ] oYLl aSui
Q47:oVlasVl aSuivs
Q48:uloglall 9 Cunlll pole
Q49:0LLJl aclgd

Q50:¢ logleall Aclg
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Appendix B

The following are a sample of documents from the

collection used to test the system:

32 8

Gle glaall & g1 Caia

Jise g g

e ghaall alai g d il 3l sall o A8 Qe sic

2aal aaal yl | gamaall Jie

e, Gl (e Rl AN o lall IS Rl o dgn
Zadla - Y Calal) 3 5e ) V) el Silall i gl aipall e
Oaoadlae Gllall

2 Jas

950 - 916 zéua

- 1408 i

o3n o llne cllal) dmals | alall L S e (AU

) iy el azd

pdil) da y il Loga oLt (5Y (i A aall 58 Gl ysing e
3 ¢ ) Bhate (gl jsma Vs, ealaall (a5l 63 5 (5 sl
430 e (53 Jindl lliay W) 0¥ Slea ) alai (o) il 0y )
olia ¢ (a5 Ulud y (e 4l Jaad o) " LS il e
e\ﬁ)‘}” e\.k.’a | Lﬁm EY) ‘t.g)ksl\ AASA Sl - cpaail)

S delind a s | Akl Gl el s | Al

)l a5 | 43 813 b bl o 3as | dalasl s JYaiu)
il s (2 e sbeall y il Jalia Y] a3lSal 3 S cilulpud) ans )5
o, el s Saall s canlall 3 3l gl dda yi) ) | Dlile s ) e B A A
O O raall cladsll Jad LS ) jaal) o atls Bglay 8 Led g0 288
el:’nﬂ\eigjo\z\.,\bb Yo cane S SN Aol (e ety saY) 028
LSOV psan 4l Jisis " GalS - Sl " sl 4y oY)
3.:\;\.1\\]\ ‘5&: bdx:h.u:\ Lﬁﬂ‘ G_ms.d\ ).;J\ 4] g‘_s—.}gﬁj A:\A:ﬁ\} JLSl\M

- o s Allaally aa ) 93 Cpaslaall ada Las il Bl
Jsa¥) G dhalS Lal jal 5 alaill g cile 5 piall & dlaladl 4y 5800 3 ) sal)
Aleall el oS5 ) il saaall (e a L el Sl Al S,
23S 5 3 ) pall dals (531 5all el guaem il V3 gl
ClalasY) 1 A Cle g gall i el JUA (o e sbaal) alii pualic
alai yalic aal€ 4, il o ) gall | 45 800 3 ) gall anéil 3 palaall
Sl At 5l o) sall 8 Ll il il | )oY e slecdl

e shacall i g FSIY) alail)

A8 )5 G ahae
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40 A8,

daayll Caba

K g g

ASaaliall Ayl Jleatinly 3kl ol CaldlSs J8 sic

e e g2l | pale J5e

sax | el dldldads | V) sl il aga

Lds - (Y sl K e Y Gulall Jalall bl jaisall aie
O adlue L)

2 e

628 - 619 zia

- 1408 i

sax | Jooallue clld) dadls | aladl i) S 5e (U

) i lay) 4sd

Al e

J sl Aaalinal) el sl osll o daing Lad gad Caaall a2y &l
A T gl o) 3kl e (38 el gt (pe ] Jie¥) el e
aall s i) AESS 5 U 3 el Cangas . ol sidll ) dpasaal)

Ba . Jlaadl Jsba e i p¥1 el pndall Cunial) & gasi] (e 33U
w&fdﬂgh&‘}]\jj\my‘ug&wﬁnmﬂ\&m&gsﬁ@
LASL;J\J‘,L‘;; Glllatall ol ﬁaﬁdcija.d\c.aug} X LB:‘)H\ d;\f
plaal &)l e 5 Jaddl o) ja) JI sy (3l Al i (Giaty sy
o35 G a3l g A AASE (8 a3 sadll iy L a5 sl
Sialla Sl Glee W1 Alla 8 4l LS | laall sk e il ke
Dl a3y gl ia (e Yy Y Jie Al Jsla lie) 43Ky

- sl @l Al ¢ oas (¥ Als el b il e e dad) s

s jall By, o ad JS8 e liball JSa 85 plaliall Callsill
Saadl U i) Calall (e 5 patl  guay Jia¥T Jal i Al
A8 )5 gt ol

44

Gl - Aty bl Caia

e g s

A pal) ACleally Al 3 plat Ciladall YL GlKuS avanal g Jaslads sic
303 sl

dane gy, sh, dielend Gaea | pald | (ab ) Gl deas | et Jie
Qac

s3n ) Sollue llal s | Auavigh LS 4ga

4 s I Cladall polid) ik sl (i prall 5 paigall & gan Jas pie

10 zéa

- 1404 i

L3 gl | Aaladl 3 Y 2gaa (1

Ay yall 43

shaie (ye S aranai g Jaadil Adisall (3 ylall (ia yad NGl s2 b e
saaaall algall A3 e AN S iy | A gaaal) Ay el ASLadl)
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