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Abstract
The K-Mode algorithm is known for 

applications on categorical datasets but with few 

drawbacks like selecting random k value, 

efficiency on cluster accuracy and so on. This 

paper provides research study on extension and 

modification of K-mode algorithm to provide good 

initial starting mean to get better clusters with 

better accuracy results on categorical data 

domains. The proposed algorithm has been 

experimented on large datasets with more than 2 

lakh record and comparative study of traditional 

k-mode and proposed modified k-mode algorithm 

for varying data values has been shown for 

qualitative parameters.    
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I  INTRODUCTION 
Clustering can be recognized as the 

unsupervised classification of patterns (observations, 

data items, or feature vectors) into groups (clusters) 

[2]. Clustering approaches can be classified as 

partitioning [3-5], hierarchical [6] [7], density based 

[8] [9], fuzzy clustering [7], artificial neural 

clustering [10], statistical clustering, grid based, 

mixed and more [11]. In these approaches, Partitional 

and hierarchical clustering algorithms are two key 

approaches in research communities [2]. Partitional 

clustering aspires to directly acquire a single partition 

of the set of items into clusters. Most of these 

approaches are based on the iterative optimization of 

a criterion function depicting the ―agreement‖ 

between the data and the partition [12]. Partitional 

clustering algorithms partition the data set into a 

particular number of clusters and then evaluate them 

on the basis of a criterion. These algorithms attempt 

to minimize particular criteria (for instance a square 

error function) and can be considered as optimization 

problems. 

                                  .   

Partitioning methods are based on the principal that 

data are partitioned from the start into a fixed number 

of cluster and during the clustering process, 

They make the change in the existing cluster(s) based 

on some similarity measure to the closest cluster. 

These algorithms typically allow the user to specify 

the number of clusters as an input parameter. 

Partitional algorithms   can take numerical, 

categorical and mixed data to converge to some 

cluster.  

Following concepts are opener to the various 

algorithms that are applied to the existing datasets.   

 

2. Datasets 
 2.1 Numerical data: The most extensively employed 

partitional algorithm is the iterative k-means 

approach. The k-means algorithm begins with k 

centroids (initial values are randomly chosen or 

derived from a priori information). Then, each pattern 

in the data set is allocated to the closest cluster 

(closest centroid). To conclude, the centroids are 

computed again as per the associated patterns. This 

procedure is done again until convergence is obtained 

[13]. Although  K-means [5] was first introduced 

over 50 years ago, it is still regarded as one of the 

most extensively utilized algorithms for clustering. It 

is widely popular due to the ease of implementation, 

simplicity, efficiency, and empirical success [1]. 

 

 K-Medoid or PAM(Partitioning Around  Medoid)  

K-Medoid deals with the problem of outlier  posed by 

K-means  for ex if an object has very different value 

from the rest of values in a cluster , then that object 

will distort the result with k-mean because the mean 

value be changed to deal with the object . K-medoid 

is similar to K-mean except that mean of each cluster 

is the value which is nearest to the centre of cluster.  

                                  CLARA is an extension of K-

medoid  dealing with results of large datasets as K-

medoid can‘t deal with the same. 

Fuzzy K-means is another partitional algorithm  that 

uses the concept of degree of membership in each 

cluster.  

2.2 Categorical data  : Categorical data also known 

as nominal or qualitative data is the core context of 

this research. Computing similarity between 

categorical data is not straightforward because there 

is no explicit notion of ordering between data. It is a 

type of data consisting of categories of data whose 

value is one of a fixed number category of data. They 

may be nominal categories which may have been 
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derived from observation made of qualitative data. It 

may consist of small number of values each 

corresponding to a specific category for ex mother 

employed (yes no), mother marital status (married, 

divorced, single, widowed), color of car (red, green, 

blue). 

          There have been many earlier versions of K-

means like algorithm working on clustering   

categorical data. The k-mode algorithm extends the 

K-means algorithm by using simple matching 

dissimilarity for categorical objects, modes instead of 

means for clusters and frequency based method to 

update modes in the clustering process. To minimize 

cost functions, there are versions of k-means 

combinations with k-mode (Huang) resulting in the 

k-prototype algorithm for clustering objects that 

describe both numerical and categorical data. These 

algorithms have removed the drawback of numeric 

only limitation of the k-mean algorithm and enabled 

it to be used for efficient clustering of very large 

datasets from real datasets.    

In real time applications, there is no clear boundary 

between clusters. 

  When fuzzy clustering is used, membership 

degrees between zero and one are used in fuzzy 

clustering instead of a very clear and crisp 

assignment. It is an extension of fuzzy K-means 

algorithm for clustering categorical data. 

 Squeezer was a one pass algorithm which 

repeatedly reads tuples from the dataset one by one. 

It takes the first tuple as it reads and creates cluster of 

it as alone and then the subsequent tuples  are either 

put into existing cluster  or rejected by all existing 

clusters to form new cluster by the  given similarity 

function.                   

The k-means algorithm is a popular partitional 

algorithm for data clustering. K-means clustering is a 

method of cluster analysis which aims to partition n  

observations into k  clusters in which each 

observation belongs to the cluster with the nearest 

mean. When we apply k-means algorithm to the 

categorical data, this has counteracted by two 

problems such as, (1) Formation of cluster center (2) 

Finding the similarity measure in between the cluster 

center and the categorical objects. By handling these 

two issues, we have used the k-mode algorithm [19] 

based on the k-means algorithm. K-mode assigns 

mode to each cluster as a summary to cluster‘s most 

frequent value attribute value. The algorithmic 

procedure of the k-means algorithm for categorical 

data (K-Mode algorithm) is discussed below.  

3 K-means algorithm for categorical data (K-

Mode algorithm)  
Let us consider a categorical data set 

   X, n, 1 XD   of categorical objects to be 

clustered, where each object 

  ni1 ,x, m, i, ,1  ii xX  is defined by m

categorical attributes. Then, this problem can be 

mathematically formulated as follows: 

Minimize         
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  is a partition matrix, 

 kQQQQ ,,, 21   is a set of representatives, 

and  li QXd ,  is the dissimilarity between object 

iX and representative lQ . 

3.1 Basic steps of k-mode clustering algorithm: 

1) Initialize k representatives, one for each 

cluster. 

2) Compute the dissimilarity 

  klQXd li ,,2,1  ,,   of each k  

representative with categorical objects iX  in

D . 

3) Assign categorical object iX to cluster lC

whose dissimilarity measure is less. 

4) Update the k  representatives based on 

definition 2. 

5) Repeat Step 2 to step 4, until there is no 

movement of the objects between the clusters. 

Definition 1: (Dissimilarity Measure) 

Let X, Y be two categorical objects described by 

categorical attributes. The Dissimilarity measure 

between X and Y can be defined as total mismatches 

of the corresponding attribute categories of the two 

objects. The smaller the number of mismatches, the 

more similar the two objects X and Y are.  

The dissimilarity of categorical object iX  with the 

representative lQ  is computed based on the 

following equations. 
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Definition 2: (Updating of k-representatives) 

Initially, the categorical object iX  related with 

cluster lC , kl ,,2,1    are obtained and then, we 

compute the relative frequency 
ji

xf
,

 of every 

category jix ,  within the cluster lC . The categories 

of categorical attributes within the cluster lC  are 

arranged in accordance with their relative frequency

ji
xf

,
. The category jix ,  with high relative 

frequency of ‗ m ‘ categorical attributes is chosen for 

the new representative. For example, gender is a 

categorical attribute having two categories (male and 

female) and hair color is also a categorical attribute 

having a number of categories (blonde, brown, 

brunette, red and more). 

 

 
                  

Figure1: Sample result of K-means clustering 

algorithm 

 

 K-mode has computation complexity of O (tkn) 

where n is the number of objects, k is the number of 

clusters and t is number of iteration. The result of K-

mode is dependent on initial mode. 

            Zengyou He et al. [15] have analyzed 

clustering algorithms for categorical data on the basis 

of cross-fertilization between the two disjoint 

research fields. It was defined that the CDC 

(Categorical Data Clustering) problem was an 

optimization problem from the perspective of CE 

(Cluster Ensemble), and employed CE approach for 

clustering categorical data. The experimental results 

on real datasets demonstrated that CE based 

clustering method was competitive with available 

CDC algorithms with regard to clustering accuracy.  

Fuyuan Cao et al. [16] have described an 

initialization method for categorical data. It employed 

the initialization method to k-modes algorithm and 

fuzzy k-modes algorithm. Experimental results 

showed that the presented initialization method was 

better than random initialization method and can be 

employed to large data sets for its linear time 

complexity with regard to the number of data objects. 

Dae-Won Kim et al. [17] have extended k-modes-

type algorithms for clustering categorical data by 

denoting the clusters of categorical data with k-

populations as an alternative of the hard-type 

centroids employed in the conventional algorithms. 

Use of a population-based centroid representation 

enables it to maintain the uncertainty inherent in data 

sets as far as possible before actual decisions were 

finalized. The k-populations algorithm was noticed to 

provide better clustering results through various 

experiments. 

 

 4. Proposed Modified K_Mode    algorithm 

 Step a: Partitioning the Dataset into blocks 
Partitioning is the first step of the proposed 

modified K-mode clustering algorithm. It is the 

process of partitioning the categorical dataset D  into 

p blocks with equal size ( pDDD ,,, 21  ). This 

partitioning process can be done randomly or 

systematically. Clustering across extremely large 

categorical data set, typically many million 

categorical objects, is a complex and time consuming 

process. Partitioning the categorical dataset can lead 

to better performance through parallel operations.  

Step b: Sub Clustering each block using modified 

K-Mode Algorithm 

The p blocks obtained from the previous step are 

then subjected to the modified k-mode algorithm for 

sub clustering. The final result of usual k-means 

clustering algorithm depends on the initial starting 

means. Therefore, we have devised an efficient 

method as in [23], to obtain good initial starting 

means of p blocks, so that the final result is better 

than the randomly selected initial starting means. The 

algorithmic description of the modified k-means 

algorithm is given as follows:  

1. The block ( iD ) from the previous step is further 

partitioned into m set of blocks and   every    
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Block is subjected to the k-mode algorithm as 

discussed in previous section. 

2. The obtained k means from every m block are 

organized as a compact data of block   iD . 

3. Again, we apply the k-mode algorithm in this 

compact data of iD  and the final k- Mode gives 

the initial starting means for applying the k-

mode algorithm over a block iD . This provides 

k  number of sub clusters in each block so that 

we can obtain sub- clusters of size kp  .  

5.0 EXPERIMENTAL ENVIRONMENT 

AND DATASETS  
 This experimental environment of proposed 

K_Mode clustering is Windows XP Operating 

system at a 2 GHz dual core PC machine with 2 GB 

main memory running a 64-bit version of Windows 

2007. The experimental analysis of the proposed 

research methodology is presented in this section. For 

extensive analysis, I have utilized the very large 

categorical dataset taken from the Infobiotics PSP 

(Protein Structure Prediction) benchmarks repository.  

                  Dataset Description: The datasets utilized 

here for evaluation purposes is taken from Infobiotics 

PSP benchmarks repository. This repository contains 

an adjustable real-world family of benchmarks 

suitable for testing the scalability of 

classification/regression methods. When we test a 

machine learning method we usually choose a test 

suite containing datasets with a broad set of 

characteristics, as we are interested in checking how 

the learning method reacts to each different scenario. 

In this, we have chosen 4 different datasets (DB1, 

DB2, DB3 and DB4) which contains more than 2 

lakh records. The dataset DB1 and DB4 contains 3 

attributes and 2 class labels. As well, the datasets 

DB2 and DB3 contains 5 attributes and 2 class labels. 

 

The results obtained from the experimentation of the 

proposed Modified K_Mode along with the 

traditional K_Mode are part of this section. This 

section deals with the comparative study of K_Mode 

and Modified K_Mode   

  5.1 EVALUATION METRICS 

The obtained results from the proposed research are 

analyzed with the aid of the evaluation metrics such 

as clustering accuracy, clustering error, memory 

usage and the computational time. We have used the 

clustering accuracy as described in [19] for 

evaluating the performance of the proposed approach. 

The evaluation metric used in the proposed approach 

is given below, 

 

Clustering Accuracy, 



T

i

iX
N

CA
1

 
1

     

 

Clustering Error, CA    1   CE   

 

Where, N  Number of data points in the dataset 

T  Number of resultant cluster 

         iX  Number of data points occurring in both 

cluster i  and its corresponding class. 

Computational time indicates the time taken to 

execute the computer program and it typically grows 

with the input size. The Memory usage defines the 

memory utilized by the current jobs present in the 

particular system. 

The experimental results have been evaluated for 

varying values of K on the traditional as well as 

proposed Modified K_Mode algorithm. .The study 

and analysis are described after the results section 

  

5.2 Experimental Results  

Dataset TrainFold00w1.csv (db1) 

 

K-Mode 

k=5 

Memory Usage in Bytes: 40351424 

Computation time in millisecond: 57797 

Time taken=00:00:57:797 

Clustering Accuracy=0.700685 

Clustering Error=0.299315 

 

Modified K_Mode 

k=5 

Memory Usage in Bytes: 48290136 

Computation time in millisecond: 27109 

Time taken=00:00:27:109 

Clustering Accuracy=0.700685 

Clustering Error=0.299315 

___________________________________________

__________ 

K-Mode 

k=6 

Memory Usage in Bytes: 28462712 

Computation time in millisecond: 43718 

Time taken=00:00:43:718 

Clustering Accuracy=0.700685 

Clustering Error=0.299315 

 

Modified K_Mode 

k=6 

Memory Usage in Bytes: 29878160 

Computation time in millisecond: 23766 

Time taken=00:00:23:766 
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Clustering Accuracy=0.700685 

Clustering Error=0.299315 

___________________________________________

_______ 

 

K-Mode 

k=7 

Memory Usage in Bytes: 35025144 

Computation time in millisecond: 44734 

Time taken=00:00:44:734 

Clustering Accuracy=0.700685 

Clustering Error=0.299315 

 

Modified k-Mode 

k=7 

Memory Usage in Bytes: 39598016 

Computation time in millisecond: 22656 

Time taken=00:00:22:656 

Clustering Accuracy=0.7006 

___________________________________________

__________ 

 

K-Mode 

k=8 

Memory Usage in Bytes: 36226504 

Computation time in millisecond: 19531 

Time taken=00:00:19:531 

Clustering Accuracy=0.700685 

Clustering Error=0.299315 

 

Modified K_Mode 

k=8 

Memory Usage in Bytes: 35281968 

Computation time in millisecond: 17000 

Time taken=00:00:17:00 

Clustering Accuracy=0.700685 

Clustering Error=0.299315 

___________________________________________

__________ 

 

TrainFold00w2.csv dataset (db2) 

___________________________________________

_____________ 

K_Mode 

K=5 

Memory Usage in Bytes: 42011488 

Computation time in millisecond: 63984 

Time taken=00:01:03:984 

Clustering Accuracy=0.53823 

Clustering Error=0.46177 

 

Modified K_Mode 

K=5 

Memory Usage in Bytes: 45159824 

Computation time in millisecond: 31562 

Time taken=00:00:31:562 

Clustering Accuracy=0.529835 

Clustering Error=0.470165 

___________________________________________

______ 

 

K-Mode 

k=6 

Memory Usage in Bytes: 46508208 

Computation time in millisecond: 51547 

Time taken=00:00:51:547 

Clustering Accuracy=0.51849 

Clustering Error=0.48151 

 

 

Modified K_Mode 

K=6 

Memory Usage in Bytes: 46508208 

Computation time in millisecond: 24347 

Time taken=00:00:24:347 

Clustering Accuracy=0.51849 

Clustering Error=0.48131 

___________________________________________

__________ 

 

K_Mode 

k=7 

Memory Usage in Bytes: 42068664 

Computation time in millisecond: 39000 

Time taken=00:00:39:00 

Clustering Accuracy=0.533755 

Clustering Error=0.466245 

Modified K_Mode 

k=7 

Memory Usage in Bytes: 46508208 

Computation time in millisecond: 25377 

Time taken=00:00:25:37 

Clustering Accuracy=0.54849 

Clustering Error=0.44151 

___________________________________________

_____________ 

 

K_Mode 

k=8 

Memory Usage in Bytes: 39038904 

Computation time in millisecond: 33766 

Time taken=00:00:33:766 

Clustering Accuracy=0.529315 

Clustering Error=0.470685 

 

Modified K_Mode 

k=8 

Memory Usage in Bytes: 41017056 

Computation time in millisecond: 20656 

Time taken=00:00:20:656 

Clustering Accuracy=0.525005 

Clustering Error=0.474995 
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___________________________________________

__________________ 

 

TrainFold03w2_org.csv dataset (db3) 

___________________________________________

________________________ 

 

K_Mode 

k=5 

Memory Usage in Bytes: 40095784 

Computation time in millisecond: 60375 

Time taken=00:01:00:375 

Clustering Accuracy=0.5277 

Clustering Error=0.47230000000000005 

 

Modified K_Mode 

k=5 

Memory Usage in Bytes: 45443912 

Computation time in millisecond: 29562 

Time taken=00:00:29:562 

Clustering Accuracy=0.536 

Clustering Error=0.46399999999999997 

___________________________________________

__________ 

 

K_Mode 

k=6 

Memory Usage in Bytes: 42207800 

Computation time in millisecond: 50344 

Time taken=00:00:50:344 

Clustering Accuracy=0.54247 

Clustering Error=0.45753 

 

Modified K_Mode 

k=6 

Memory Usage in Bytes: 43803896 

Computation time in millisecond: 27563 

Time taken=00:00:27:563 

Clustering Accuracy=0.539555 

Clustering Error=0.460445 

___________________________________________

_____________ 

 

K_Mode 

k=7 

Memory Usage in Bytes: 47972120 

Computation time in millisecond: 41969 

Time taken=00:00:41:969 

Clustering Accuracy=0.53402 

Clustering Error=0.46597999999999995 

 

Modified K_Mode 

k=7 

Memory Usage in Bytes: 40361784 

Computation time in millisecond: 23843 

Time taken=00:00:23:843 

Clustering Accuracy=0.533695 

Clustering Error=0.466305 

________________________________________ 

_____________ 

 

K_Mode 

k=8 

Memory Usage in Bytes: 43320384 

Computation time in millisecond: 54328 

Time taken=00:00:54:328 

Clustering Accuracy=0.54675 

Clustering Error=0.45325000000000004 

 

Modified K_Mode 

k=8 

Memory Usage in Bytes: 39516072 

Computation time in millisecond: 21562 

Time taken=00:00:21:562 

Clustering Accuracy=0.538885 

Clustering Error=0.46111500000000005 

________________________________________ 

___ 

 

Memory Usage in Bytes:39584976 

Computation time in millisecond: 20032 

Time taken=00:00:20:32 

Clustering Accuracy=0.53584 

Clustering Error=0.46416 

___________________________________________

_______________ 

 

dataset: TrainFold04w1.csv (db4) 

___________________________________________

______________ 

 

K_Mode 

----------- 

k=5 

Memory Usage in Bytes: 38995192 

Computation time in millisecond: 30094 

Time taken=00:00:30:94 

Clustering Accuracy=0.530015 

Clustering Error=0.469985 

 

Modified K_Mode 

k=5 

Memory Usage in Bytes: 44559704 

Computation time in millisecond: 28984 

Time taken=00:00:28:984 

Clustering Accuracy=0.53683 

Clustering Error=0.46317 

__________________________________________ 

___ 

 

K_Mode 

k=6 
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Memory Usage in Bytes: 40184560 

Computation time in millisecond: 67734 

Time taken=00:01:07:734 

Clustering Accuracy=0.53228 

Clustering Error=0.46772 

 

Modified K_Mode 

k=6 

Memory Usage in Bytes: 45261672 

Computation time in millisecond: 22703 

Time taken=00:00:22:703 

Clustering Accuracy=0.539975 

Clustering Error=0.460025 

___________________________________________

___ 

 

K_Mode 

k=7 

Memory Usage in Bytes: 43604816 

Computation time in millisecond: 41937 

Time taken=00:00:41:937 

Clustering Accuracy=0.54412 

Clustering Error=0.45587999999999995 

 

Modified K_Mode 

k=7 

Memory Usage in Bytes: 35992672 

Computation time in millisecond: 21406 

Time taken=00:00:21:406 

Clustering Accuracy=0.546745 

Clustering Error=0.453255 

___________________________________________ 

___ 

 

K_Mode 

k=8 

Memory Usage in Bytes: 41862192 

Computation time in millisecond: 33203 

Time taken=00:00:33:203 

Clustering Accuracy=0.55071 

Clustering Error=0.44928999999999997 

 

 

Modified K_Mode 

k=8 

Memory Usage in Bytes: 30469592 

Computation time in millisecond: 32343 

Time taken=00:00:37:343 

Clustering Accuracy=0.550185 

Clustering Error=0.44981499999999996 

________________________________ 

5.3 PERFORMANCE EVALUATION 

The performance of the proposed approach 

has been evaluated in terms of the evaluation metrics 

memory usage and the computational time. The 

metrics memory usage and the time have been 

analyzed with the four different very large categorical 

datasets by giving different k values and the 

thresholds. 

1) Performance Analysis of Proposed 

approach on DB1 
With the evaluated results of the accuracy and the 

error rate as shown with different k values, it shows 

that the proposed Modified k-mode algorithm yields 

better results in terms of accuracy and error rate when 

compared to the k-mode algorithm. As well, the 

results of the Modified k-mode algorithm are 

compared against with the k-mode algorithm by 

means of memory usage and the computational time 

by varying the k values. In this, the modified k-mode 

algorithm produce better results with lesser time and 

slightly more memory usage. 

2) Performance Analysis of Proposed 

approach on DB2 
The performance analysis results of the 

proposed approach on Dataset DB2 are presented in 

this section. The clustering accuracy and the error 

rate are evaluated for Modified k-mode algorithm, k-

mode by analyzing the dataset DB2 with the 

evaluation metrics. By varying the k values, the 

evaluated results of the accuracy and the error rate 

shows that the Modified k-mode, k-mode. In 

addition, the results of the Modified k-mode 

algorithm are compared against with the k-mode 

algorithm by means of memory usage and the 

computational time by varying the k values. In this, 

the modified k-mode algorithm produce better results 

with lesser time and memory usage produce almost 

similar results for all the k values and slightly deviate 

in a few cases. 

3) Performance Analysis of Proposed approach on 

DB3 

The performance analysis results of the 

proposed approach on Dataset DB3 are presented in 

this section. While analyzing the dataset DB3 with 

the evaluation metrics, the clustering accuracy and 

the error rate is evaluated for Modified k-mode 

algorithm, K-Mode. With the evaluated results of the 

accuracy and the error rate shown respectively  with 

different k values, it shows that the proposed 

Modified k-mode algorithm and the k-mode 

algorithm yields almost similar results in terms of 

accuracy and error rate . As well, the results of the 

Modified k-mode algorithm are compared against 

with the k-mode algorithm by means of memory 

usage and the computational time by varying the k 

values as shown above. In this, the modified k-mode 
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algorithm and the k-mode algorithm produce better 

results with time and memory usage 

4) Performance Analysis of Proposed approach on 

DB4 

The performance analysis results of the 

proposed approach on Dataset DB4 are presented in 

this section. While analyzing the dataset DB4 with 

the evaluation metrics, the clustering accuracy and 

the error rate is evaluated for Modified k-mode 

algorithm, K-Mode. With the evaluated results of the 

accuracy and the error rate as shown respectively 

with different k values, it shows that the proposed 

Modified k-mode algorithm yields better results in 

terms of accuracy and error rate when compared to 

the K-Mode. As well, the results of the Modified k-

mode algorithm are compared against with the k-

mode algorithm by means of memory usage and the 

computational time by varying the k values as shown 

above. In this, the modified k-mode algorithm 

produces better results with lesser time and slightly 

more memory usage.  

Conclusion 
The biggest advantage of using K-Means 

algorithm is its efficiency in handling numeric data 

sets for clustering but when it comes to categorical 

data set, the proposed algorithm which is an 

extension of traditional K_Mode has been shown to 

work efficiently. The proposed Modified K_Mode 

algorithm has been tested against 4 sets of data with 

the parameters of accuracy, error rate, computation 

time and memory usage. It was found that the 

proposed K_Mode algorithm yields better results in 

terms of all the above said parameter particularly 

giving better computation time under different 

conditions set. The modified K_Mode has been tested 

for varying values of k to prove that this proposed 

approach works very well under varying conditions 

for a very large categorical data set. The same is true 

for even medium to smaller data sets. Thence this 

proposed approach is scalable to very large data sets.                                                        

        The concept of modified K_Mode  may works 

very well in hybrid clustering algorithm where the 

combined features of partitional and hierarchical 

algorithm works with the advantages of both of them 

being applied to get better efficient results while 

clustering. 
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