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Abstract 
This Project presents circuit design of a low-power delay buffer. In order to store a data in a memory, the buffers in the 

memory should be selected sequentially.  For selecting buffers, ring counter, double-edge-triggered (DET) flip-flops are 

utilized to reduce the operating frequency by half. The C-element gated-clock strategy is proposed to reduce the power 

consumption.  The gated-driver-tree idea is also employed in the input and output ports of the memory block to decrease 

their loading, thus saving even more power. 

 

Introduction 
The skyrocketing increasing transistor count and circuit 

density of modern very large scale integrated (VLSI) 

circuits have made them extremely difficult and 

expensive to test comprehensively. The DFT method in a 

digital processing chip of mobile communications, the 

delay buffer takes up a large portion of the circuit layout. 

If the power consumption of the delay buffer could be 

reduced significantly, the overall power consumption of 

the digital processing chip could be reduced significantly 

as well. On the other hand, as these chips are working at 

even higher operation frequencies, a new, low-power 

delay buffer should be operable under high frequencies. 

Fig.1 is a schematic diagram showing a conventional 

delay buffer having a length N and data width W bits 

using shift registers. As illustrated, the delay buffer 

contains N times W shift registers, arranged between the 

input and the output in N stages, each with W shift 

registers. The N times W shift registers are triggered by a 

same clock signal CLK. For every clock period of CLK, 

W-bit data is shifted from W shift registers of a previous 

stage to those of a next stage, and so on. A W-bit data 

input N clock periods ago therefore would be delayed 

and output after N clock periods. The clock signal CLK 

is provided to all N times W shift registers, contributing 

to the high power consumption. Moreover, the N times 

W shift registers would also take up a large die area.  In 

general therefore, in real life, delay buffer such as the 

one in Fig.1 is most commonly used. 

 
Fig.1: Dual-port SRAM memory 

 

One of the common delay buffer 

implementation is a dual-port SRAM memory whose 

operation is different from that of the shift-register-based  

 

delay buffer. For an N times W SRAM-based delay 

buffer, there is no data movement between stages. 

Instead, at every clock period, a W-bit data is written to 

one of the N times W storage locations of the SRAM-

based delay buffer, and another W-bit data that is written 

N clock periods ago is output. The power consumption 

of a SRAM-based delay buffer is mainly from the 

address decoder and the drivers for its input and output 

ports. As memory related technology has already quite 

mature and satisfactory results in terms of layout area 

and speed are achievable. Therefore in reality a delay 

buffer is often implemented using SRAM memory. 

 

Characteristics Terms For Various Memory 

Devices 
The following terms are most commonly used for 

identifying comparative behaviour of various memory 

devices and technologies.  

 

Storage Capacity 

It is a representative of the size of the memory. The 

capacity of internal memory and main memory can be 

expressed in terms of number of words or bytes. The 

storage capacity of external memory is normally 

measured in terms of bytes.  

 

Unit of transfer 

Unit of transfer is defined as the number of bits read in 

or out of the memory in a single read or write operation, 

for main memory and internal memory; the normal unit 

of transfer of information is equal to the word length of a 

processor. In fact it depends on number of data lines in 

and out of the memory module. In general, these lines 

are kept equal to the word size of the processor. The unit 

of transfer of external memory is normally quite large 

and is referred to as block of data.  

 

Access Modes 

Once we have defined the unit of transfer next important 

characteristics is the access mode in which the 

information is accessed from the memory. A memory is 

considered to consist of various memory locations. The 
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information from memory devices can be accessed in the 

following ways: 

     a) Random Access Memory (RAM) 

It is the mode in which any memory location can be 

accessed in any order in the same amount of time. Ferrite 

and Semiconductor memories which generally constitute 

main memory are of this nature. The storage locations 

can he accessed independently and there exist separate 

access mechanism for each location. 

     b) Sequential access 

On the other hand we have memories which can be 

accessed in pre-defined sequences for example; the 

songs stored on a cassette can be accessed only one by 

one. The example of sequential access memory is 

Magnetic Tape. Here the access mechanisms need to be 

shared among different locations. Thus, either the 

location or the read/write head or both should be moved 

to access the desired location. 

     c)  Direct Access 

 In certain cases the information is neither accessed 

randomly nor in sequence but something in between. In 

this kind of access, a separate read/write head exist for a 

track and on a track the information can be accessed 

serially. These semi-random modes of operation exist in 

magnetic disks.  

     d) Access Time 

The access time is the time required between the requests 

made for a read or write operation till the time the data is 

made available or written at the requested location. 

Normally it is measured for read operation. The access 

time depends on the physical characteristics and access 

mode used for that device. Permanence or Storage: It is 

Possible to lose information by the memories over a 

period of time. The reasons of the loss of information. 

There are several reasons for information destruction, 

these are destructive readout, dynamic storage, volatility 

and hardware failure. If for a particular memory the 

reading process destroys the stored information. Call it 

Destructive readout. In such memories the information 

has to be written back on the same location from which it 

had been read after each read operation. The reading 

process where the data is not destroyed on reading is 

referred to as Non-destructive readout.  

 

Background Work & Proposed System 
Delay buffer works quite similarly like a fixed jitter 

buffer, that is it will delay the frame retrieval by some 

interval so that caller will get continuous frame from the 

buffer. This can be useful when the operations are not 

evenly interleaved, for example when caller performs 

burst of put () operations and then followed by burst of 

operations. With using this delay buffer, the buffer will 

put the burst frames into a buffer so that get () operations 

will always get a frame from the buffer (assuming that 

the number of get () and put () are matched). The buffer 

is adaptive, that is it continuously learns the optimal 

delay to be applied to the audio flow at run-time. Once 

the optimal delay has been learned, the delay buffer will 

apply this delay to the audio flow, expanding or 

shrinking the audio samples as necessary when the actual 

audio samples in the buffer are too low or too high. 

 
Fig.2: Delay Buffer 

 

The block diagram of delay buffer in existing technique 

is given below. 

 
Fig.3: Delay Buffer-Existing Technique 

 

Input Buffer 

         The Input buffer is also commonly known as the 

input area or input block. When referring to computer 

memory, the input buffer is a location that holds all 

incoming information before it continues to the CPU for 

processing. Input buffer can be also used to describe 

various other hardware or software buffers used to store 

information before it is processed. Some scanners (such 

as those which support “include” files) require reading 

from several input streams. As flex scanners do a large 

amount of buffering, one cannot control where the next 

input will be read from by simply writing a 

YY_INPUT() which is sensitive to the scanning context. 

YY_INPUT () is only called when the scanner reaches 

the end of its buffer, which may be a long time after 

scanning a statement such as an include statement which 

requires switching the input source. 

 
Fig.4: Input Buffer 

Memory Block 

Random-access memory (RAM) is a form of computer 

data storage. Today, it takes the form of integrated 

circuits that allow stored data to be accessed in any order 

(that is, at random). "Random" refers to the idea that any 
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piece of data can be returned in a constant time, 

regardless of its physical location and whether it is 

related to the previous piece of data. The word "RAM" is 

often associated with volatile types of memory (such as 

DRAM memory modules), where the information is lost 

after the power is switched off. Many other types of 

memory are RAM as well, including most types of ROM 

and a type of flash memory called NOR-Flash. 

 

Random Access Scan- Fig.5 shows the basic architecture 

of the RAS. A Decoder is used to address every FF. The 

RAS allows reading or writing of any flip-flop using 

address bits where “n” is the number of scanned flip-

flops when the address is applied, the address decoder 

produces a scan enable signal to the corresponding flip-

flop needed to be placed with a data from the scan-in. In 

this technique, the scan function is implemented as a 

random-access memory. Hence at every given time only 

one FF is accessed while other FFs retain their state. The 

architectures described in most literatures mainly 

consists of a scan-in signal that is broadcasted to every 

FF, a test control signal that is broadcasted to all FFs, 

and a unique decoder signal from the decoder to every 

FF.  

 

 
Fig.5: Design of RAS 

       

 In those two decoder structures, suppose there are N 

flip-flops in the circuit. There will be Nff - address wires 

to those N flip-flops, there are only   address wires to N-

ffs. Although this structure need both row decoder and 

column decoder when only one decoder is used in, the 

hardware overhead reduced greatly using structure2. 

 
Fig.6: Decoder design 

Ring Counter 

A ring counter is a type of counter composed of a 

circular shift register. The output of the last shift register 

is fed to the input of the first register. 

There are two types of ring counters: 

• A straight ring counter or Over beck counter 

connects the output of the last shift register to the first 

shift register input and circulates a single one (or zero) 

bit around the ring. For example, in a 4-register one-hot 

counter, with initial register values of 1000, the repeating 

pattern is: 1000, 0100, 0010, 0001, 1000... . Note that 

one of the registers must be pre-loaded with a 1 (or 0) in 

order to operate properly. 

• A twisted ring counter (also called Johnson 

counter or Moebius counter) connects the complement of 

the output of the last shift register to its input and 

circulates a stream of ones followed by zeros around the 

ring. For example, in a 4-register counter, with initial 

register values of 0000, the repeating pattern is: 0000, 

1000, 1100, 1110, 1111, 0111, 0011, 0001, 0000... . 

 
Fig.7: Ring counter, shift output fed back to input 
 

Make provisions for loading data into the 

parallel-in/ serial-out shift register configured as a ring 

counter below. Any random pattern may be loaded. The 

most generally useful pattern is a single 1. 
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Fig.8: Parallel-in, serial-out shift register configured as 

a ring counter 
 

Loading binary 1000 into the ring counter, 

above, prior to shifting yields a viewable pattern. The 

data pattern for a single stage repeats every four clock 

pulses in our 4-stage example. The waveforms for all 

four stages look the same, except for the one clock time 

delay from one stage to the next. 

 
Fig.9: Load 1000 into 4-stage ring counter and shift 

 

The structure of ring counter with RS flip flops in 

existing technique is given below Fig.10. 

 
Fig.10: Ring counter with SR-Flip flops 

             

The above block diagram shows the power controlled 

Ring counter. First, total block is divided into two 

blocks. Each block is having one SR-Flip flop controller. 

 

D-Flip flop 

The D flip-flop is the most common flip-flop in 

use today. It is better known as data or delay flip-flop (as 

its output Q looks like a delay of input D).The Q output 

takes on the state of the D input at the moment of a 

positive edge at the clock pin (or negative edge if the 

clock input is active low). It is called the D flip-flop for 

this reason, since the output takes the value of the D 

input or data input, and delays it by one clock cycle. The 

D flip-flop can be interpreted as a primitive memory cell, 

zero-order hold, or delay line. Whenever the clock 

pulses, the value of Qnext is D and Qprev otherwise 

 
Truth table 

 
 

Present Technique: 

The block diagram of delay buffer in present technique is 

given below Fig.11. 

 
Fig.11: Delay Buffer Present Technique 

 

Gated driver tree Technique: 

          The basic structure of gated driver tree is given in 

following block diagram. 

 
Fig.12: Structure of gated driver tree 

 

To save area, the memory module of a delay 

buffer is often in the form of an SRAM array with 

input/output data bus. Special read/write circuitry, such 

as a sense amplifier, is needed for fast and low-power 

operations. However, of all the memory cells, only two 

words will be activated: one is written by the input data 

and the other is read to the output. Driving the input 

signal all the way to all memory cells seems to be a 

waste of power. The same can be said for the read 

circuitry of the output port. In light of the previous 

gated-clock tree technique, we shall apply the same idea 
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to the input driving/output sensing circuitry in the 

memory module of the delay buffer. 

 

Modified ring counter 

          The block diagram of ring counter which is used in 

present technique is given below Fig.13. In compare 

with existing technique ring counter, the present 

technique ring counter doesn’t need a separate global 

clock and C-gate element replaced the SR-Flip flop. 

 

 
Fig.13: Ring counter with C-gate element 

 

Simulation Work On Existing & Proposed 

Systems 

 

A) Ring Counter In Existing Technique 

The simulation result for ring counter which is 

used in the existing technique is given in Fig.14 and RTL 

Schematic for RS-Flip flop in existing technique is given 

as shown in Fig.15. 

 

 
Fig.14: Simulation result for ring counter in existing 

technique 

 
Fig.15: RTL Schematic for RS-Flip flop in existing 

technique 

 

B) Delay Buffer in Existing Technique 

The simulation result for delay buffer which is 

used in the existing technique is given in the Fig.16 and 

RTL Schematic for delay buffer in existing technique ass 

in Fig 17.  

 
Fig.16: Simulation result for delay buffer in existing 

technique 

 
Fig.17: RTL Schematic for delay buffer in existing 

technique 
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C) Ring Counter in Proposed Technique 

The simulation result for ring counter which is 

used in the proposed technique is given in the Fig.18 and 

RTL Schematic for delay buffer in proposed technique 

as in Fig.19. 

 

 
Fig.18: Simulation results of ring counter in proposed 

technique 

 
Fig.19: RTL Schematic for delay buffer in proposed 

technique 
 

RESULTS 

A) Power Results Of Delay Buffer In Proposed 

Technique 
The power result for delay buffer which is used 

in the proposed technique is given in the following 

Fig.20. And observed the total consumed power is 214 

mw. So while comparing with the existing technique, 

achieved the less power consumption in proposed 

technique. 

 

.  

Fig.20: Power results of delay buffer in proposed 

technique 
 

B) Power Comparison graph 

The total power consumed in the existing 

technique of the delay buffer = 290mw. The total power 

consumed in the proposed technique of the delay buffer 

= 214mw. The comparison graph between existing 

technique and proposed technique can be given as shown 

in Fig.20. 

 

 
Fig.21: Comparison graph between existing technique 

and proposed technique 
Conclusion 

In this paper, presented a low-power delay buffer 

architecture which adopts several novel techniques to 

reduce power consumption. The ring counter with clock 

gated by the C-elements can effectively eliminate the 

excessive data transition without increasing loading on 

the global clock signal. The gated-driver tree technique 

used for the clock distribution networks can eliminate 

the power wasted on drivers that need not be activated. 

Another gated-de-multiplexer tree and a gated-

multiplexer tree are used for the input and output driving 

circuitry to decrease the loading of the input and output 

data bus. All gating signals are easily generated by a C-

element taking inputs from some DET flip-flop outputs 

of the ring counter. Optimization of power is observed 

by using tool xilinx 12.3 and observed the simulation 

results. Power consumption is known to be a crucial 

issue in current IC designs. To tackle this problem in this 

project, increasing the no of blocks in a ring counter is 
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the main solution. But increasing the no of blocks in a 

ring counter increases the no of C-gate elements. By 

doing this achieve the less power consumption but 

increases the circuit complexity for the design. 
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