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Abstract- We are going to propose tight integration of item set extraction in a relational open source DBMS, 

by exploiting its physical level access method which is called as IMINE Index, Using which we can represent 

the original database Since no constraint is enforced during the index creation phase. To reduce the I/O cost, 

data accessed together during the same extraction phase are clustered on the same disk block. The IMINE index 

structure can be efficiently exploited by different item set extraction algorithms. Presently FP-growth and LCM 

v.2 are two algorithms which are particularly supported by IMINE data access methods. 
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I. INTRODUCTION 
 

With the wide use of computers, scanners and data 

base technique, human accumulated a great deal of 

historical data. These data look simple at the surface 

of them, but, there is much valuable information 

behind them. In data prediction, business decision 

and resource management, the knowledge and rule 

behind these data are very useful. But, if we still use 

traditional methods of statistical and analyses, these 

useful information can’t be discovered or can be 

found in infinite time. Hence data mining has been 

proposed on this occasion. As one of the main 

research patterns in the field of data mining, 

association rules are used to determine the 

relationships of a set of item, to find out valuable 

information. Frequent item mining, the main task of 

the association rule mining, the efficiency of which 

is the difficult problem. In this paper, relevant 

knowledge of frequent itemset mining is introduced 

and some classic algorithms are analyzed in detail. 

For the maximum frequent contains all the frequent 

item sets, this paper focuses on how to mining 

maximum frequent item sets, the maximum frequent 

mining from generating FP-tree, the prune strategy, 

superset checking, first searching strategy, reducing 

dimension are deeped researched. 

  

II. PREVIOUS WORK 
Association rule mining discovers correlations 

among data items in a transactional database D. 

Each transaction in D is a set of data items. 

Association rules are usually represented in the form 

A! B, where A & B are item sets, i.e., sets of data 

items. Item sets are characterized by their frequency 

of occurrence in D, which is called support. 

Research activity usually focuses on defining 

efficient algorithms for item set extraction, which 

represents the most computationally intensive 

knowledge extraction task in association rule 

mining. The data to be analyzed is usually stored 

into binary files, possibly extracted from a DBMS. 

Most algorithms exploit ad hoc main memory data 

structures to efficiently extract item sets from a flat 

file. Recently, disk-based extraction algorithms have 

been proposed to support the extraction from large 

data sets but still dealing with data stored in flat 

files. To reduce the computational cost of item set 

extraction, different constraints may be enforced 

among which the most simple is the support 

constraint, which enforces a threshold on the 

minimum support of the extracted item sets. 

Relational DBMSs exploit indices, which are ad hoc 

data structures, to enhance query performance and 

support the execution of complex queries. In this 

paper, we propose a similar approach to support data 

mining queries. The IMINE index (Item set-Mine 

index) is a novel data structure that provides a 

compact and complete representation of 

transactional data supporting efficient item set 

extraction from a relational DBMS. It is 

characterized by the following properties: 

 It is a covering index. No constraint (e.g., 

support constraint) is enforced during the index 

creation phase. Hence, the extraction can be 

performed by means of the index alone, without 

accessing the original database. The data 

representation is complete and allows reusing 

the index for mining item sets with any support 

threshold. 

 The IMine index is a general structure which 

can be efficiently exploited by various item set 

extraction algorithms. These algorithms can be 

characterized by different in-memory data 

representations (e.g., array list, prefix-tree) and 
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techniques for visiting the search space. Data 

access functions have been devised for 

efficiently loading in memory the index data. 

Once in memory, data is available for item set 

extraction by means of the algorithm of choice. 

We implemented and experimentally evaluated 

the integration of the IMine index in FP-growth 

and LCM v.2. Furthermore, the IMine index 

also supports the enforcement of various 

constraint categories. 

 The IMine physical organization supports 

efficient data access during item set extraction. 

Correlation analysis allows us to discover data 

accessed together during pattern extraction. To 

minimize the number of physical data blocks 

read during the mining process, correlated 

information is stored in the same block. 

 IMine supports item set extraction in large data 

sets. 

III. PROPOSED WORK 
In this section we are going to propose the 

techniques which we are going to use in the system 

and we consider example data set as in Fig.1 to 

illustrate how the techniques can be implemented 

.And the techniques are as follows: 

a) Frequent Item Set Extraction. 

b) I Tree Module. 

c) I BTree Module. 

 

 
Fig.1: Example Data Set 

 

Frequent Item Set Extraction: 

This section describes how frequent item 

set extraction takes place on the IMine index. We 

present two approaches, denoted as FP-based and 

LCM-based algorithms, which are an adaptation of 

the FP-Growth algorithm and LCM v.2 algorithm, 

respectively. 

 

 FP-based algorithm 

 The FP-growth algorithm stores the data in 

a prefix-tree structure called FP-tree. First, it 

computes item support. Then, for each transaction, it 

stores in the FP-tree its subset including frequent 

items. Items are considered one by one. For each 

item, extraction takes place on the frequent-item 

projected database, which is generated from the 

original FP-tree and represented in a FP-tree based 

structure. 

 

 

 

 LCM-based algorithm  

The LCM v.2 algorithm loads in memory 

the support-based projection of the original 

database. First, it reads the transactions to count 

item support. Then, for each transaction, it loads the 

subset including frequent items. Data are 

represented in memory by means of an array-based 

data structure, on which the extraction takes place. 

 

 

 

 

I Tree Module 

The Item set-Tree (I-Tree) is a prefix-tree 

which represents relation R by means of a succinct 

and lossless compact structure. Implementation of 

the I-Tree is based on the FP-tree data structure, 

which is very effective in providing a compact and 

lossless representation of relation R. However, since 

the two index components are designed to be 

independent, alternative I-Tree data structures can 

be easily integrated in the IMine index as shown in 

Fig.2

 
Fig.2: IMINE Index for Example data set of 

I-Tree 

 

The I-Tree associated to relation R is 

actually a forest of prefix-trees, where each tree 

represents a group of transactions all sharing one or 

more items. Each node in the I-Tree corresponds to 

an item in R. Each path in the I-Tree is an ordered 

sequence of nodes and represents one or more 

transactions in R. Each item in relation R is 

associated to one or more I-Tree nodes and each 

transaction in R is represented by a unique I-Tree 
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path. 

 

I BTree Module 

The Item-Btree (I-Btree) is a B+Tree 

structure which allows reading selected I-Tree 

portions during the extraction task. For each item, it 

stores the physical locations of all item occurrences 

in the I-Tree. Thus, it supports efficiently loading 

from the I-Tree the transactions in R including the 

item. I-Btree allows selectively accessing the I-Tree 

disk blocks during the extraction process as in the 

Fig.3. It is based on a B+Tree structure. For each 

item i in relation R, there is one entry in the I-Btree. 

 
Fig.3: IMINE Index for Example data set of 

I-BTree 

 

IV. DESIGN & IMPLEMENTATION OF 

THE SYSTEM 
Design is a meaningful engineering 

representation of something that is to be built. 

Design creates a representation or model, provides 

detail about software data structure, architecture, 

interfaces and components that are necessary to 

implement a system. The use case model in the Fig.4 

defines the outside (actors) and inside (use case) of 

the system’s behavior. 

 

User

Select Data Set

Train Datasets

IMine Indexing

Show Extracted Data

FB Growth Algorithm

 

Fig.4: The Interoperabailty Usecase Diagram of the 

system 

 

Activity diagram can also be used to 

represent a class’s method implementation. A token 

represents an operation. An activity is shown as a 

round box containing the name of the operation. An 

outgoing solid arrow attached to the end of activity 

symbol indicates a transition triggered by the 

completion as shown in Fig.5. 

 

Select Dataset

Training

FB Growth

[User]

Select Frequent-item

Extracted Data

Extracted Result

 
         Fig.5: The Interoperabailty Usecase Diagram 

of the system 

 

In this coming section we are going to 

discuss about the implementation of how the Mining 

has been done in-order to identify the Association 

rule text information is hidden. The below given 

code in fig.6 will generate the Fp Tree 

implementation. 
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Fig.6: Implementation of the Fp Tree 

 

The below given code in Fig.7 is used to 

implement Associate rule mining of the system. 

 

 
Fig.7: Implementation of Associate Rule Mining 

 

V. RESULTS 

The following are the obtained results from the 

proposed system.  

 
Fig.8: Identifying the Data Sets 

 

 
Fig.9: Calculating FP Tree Storage and Starting 
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Mining 

 

 
Fig.10: Display of Mining Data and Number of 

Frequent Sets 

 

 
Fig.11: Starting Association and display of mining 

starting & ending time 

 

 
Fig.12: Calculation of Association Rule Mining and 

Total Mining Duration 

 

VI. CONCLUSION 
 

The IMine index is a novel index structure 

that supports efficient item set mining into a 

relational DBMS. It has been implemented into the 

open source DBMS, by exploiting its physical level 

access methods. The IMine index provides a 

complete and compact representation of 

transactional data. It is a general structure that 

efficiently supports different algorithmic approaches 

to item set extraction. Selective access of the 

physical index blocks significantly reduces the I/O 

costs and efficiently exploits DBMS buffer 

management strategies. This approach, albeit 

implemented into a relational DBMS, yields 

performance better than the state-of-the-art 

algorithms accessing data on a flat file and is 

characterized by a linear scalability also for large 

data sets. 
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